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A B S T R A C T

We investigate the spectral properties of 2-isometric operators on a Hilbert 
Space.A bounded linear operator T is a 2-isometry if;

2-isometric operators arose from the study of bounded linear transformations 
T  o f a complex Hilbert space that satisfy an identity o f the form,

for a positive integer m,such operators are said to be in — isometries.
The case in =  1,gives rise to the class of isometries on a Hilbert space which 
has been widely studied due to its fundamental importance in the theory 
of stochastic processes,the intrinsic problem of modelling the general con­
tractive operator via its isometric dilation and many other areas in applied 

mathematics.
The case m =  2,is the class of 2-isometries on a Hilbert space,which contains 
the class of Brownian unitaries which play an essential role in the theory 
of non-stationary stochastic processes related to Brownian motion.Brownian 
motion or Pede sis (Greek for leaping) is the presumably random drifting of 
particles suspended in a ftuid(a liquid or a gas) or the mathematical model 
used to describe such random movements,which is often called particle the­
ory. /
The mathematical model of brownian motion has several real world applica­
tions .An often quoted example is the stock market fluctuations.
It has been shown in [l],that the general 2-isometry has the form, 0  - 
T\m ,where B is the block form

where a >  0 is constant,V is an isometry,U is unitary,/? is a Hilbert space 
isomorphism onto kerV* and M an invariant subspace for T.Tlie operators 
B are refered to as Brownian unitaries of convariance o.

T*2T2 -  2T*T +  /  =  0

/
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L IS T  O F  N O T A T IO N S
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7 /
\

t



IN T R O D U C T IO N

O rig in  o f  S p ectra l T h e o ry
Spectral theory is one o f the branches of functional analysis,which can he 
described as trying to ’’ classify” linear operators.In order to understand its 
importance,we shall give a brief history of fuctional analysis.
Functional analysis is the branch of mathematics where vector spaces and op- 
erators(functions) on them are in focus.In linear algebra,the focus is on finite 
dimensional vector(linear) spaces over any field of scalars and the functions 
are viewed as matrices with scalar entries,but in functional analysis the vec­
tor spaces are infinite dimensional and not all operators can be represented 

by matrices.
Functional analysis has its origin in the theory of ordinary and partial differ­
ential equations which was used to solve several physical problems,which in­
cluded the work of Joseph Fourier(1768-1830) on the theory of heat in which 
he wrote differential equations as integral equations.His work triggered not 
only the development of trigonometric series,which required mathematicians 
to consider what is a function and the meaning of convergence,this concieved 
Lebesque Integral which could accomodate broader functions compared to 
the classical Reimannian Integral.lt also gave birth to the spectral theory 
which is a central concept o f functional analysis.
In the beginning o f the 20th century,functional analysis started to form a 
discipline o f its own via integral equations.The first intensive study o f in­
tegral equations was given by Swedish astronomer and mathematician Ivor 
Fredholm. in a series of papers in the year 1900 to 1903,in which he developed 
a theory o f ’’ determinants” for integral equations of the form;

f(x)-A fa A’ (u  y)f(y)dy = y{x) where K(x, y) is the Kernel function. (1)

8 >
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Fredholm defined a ’’ determinant” Dh-(\) associated with the kernel A A',and 
showed that Dr is an entire function of A.The roots of the equation A) =
0 are called eigenvalues and the corresponding solution to the homogeneous 
equation g(x) — 0 are called eigenfunctions.
The work o f Fredholm got immediate attention from mathematicians all 
over the world and David Hilbert(1862-1943) was one of the most, enthu­
siastic,during the years 1904-190G,he published six papers on integral equa­
tions,in which he started transforming the integral equations to a finite sys­
tem of equations under the restriction t hat, the kernel function is symmetric. 
Both Fredholm and Hilbert studied eigenvalues in the sense that the oper­
ator AK  — I is not invertible.As a result,spectral theory o f operators was 
initiated and operators were classified in terms of their spectral properties 
on a Hilbert space.The restriction to this space was because linear operators 
on it are fairly concrete objects and the study of their spectrum shows how 
operators stretch the spaces in different factors and in mutually perpendicu­

lar directions.
Hilbert space refers to an infinite dimensional complete norrned linear space 
which has an additional structure -called an inner product.The inner product 
is itself a. generalization of the scalar product o f elementary cartesian vector 
analysis .
The scalar product is usually defined in terms of the components of the 
vector,but in accordance with standard tactics in functional analysis ,the al­
gebraic properties of I,he scalar product are taken as axioms in the abstract 
context.The presence of the scalar product, enriches the geometrical proper­
ties of the space.

9
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W h a t is S p ectra l T h e o ry ?
Spectral theory can be described as trying to ’’ classify” all linear operators 
which was motivated by the need to solve the linear equations T(v) - w 
between Hilbert spaces.lt was introduced by David Hilbert during his initial 
formulation of Hilbert space theory.The restriction to a Hilbert space occurs 
since Hilbert spaces are distinguished among Banach spaces by being closely 
linked to plane Euclidean geometry which is the correct description of our 

universe at many scales.
Finite dimensional linear algebra suggests that two linear maps 
T’i ,T 2 : H\ —> H2 which are linked by the formula T2oU\ =  T2oU\ for some 
invertible operators f/i : / / ,  —* Huwhich share many similar properties.'This is 
because the UT correspond to the changing of basis in Hi,which should be an 
operation that does not affect intrinsic properties of the operators,therefore it 
possible to diagonalize operators T\ and T2 using the change of basis matrix. 
As a result the ’’ classification” problem is succesfully solved by the theory 
of eigenvalues,eigenspaces,minimal and characteristic polynomials,in which 
operators are represented by square matrices and eigenvalue decomposition 
is possible only when the operator is diagonalizable.
This interpretation fails in the case of an infinte dimensional Hilbert space 
since an operator may fail to have eigenvalues,so we need to replace the 
notion of eigenvalue with something more general;a complex number A such 
that T — XI is not invertible,the set of all such A is called the spectrum of T. 
In general spectral theory can be defined as the infinite dimensional version 
o f diagonalization of a normal matrix(i.e a matrix that commutes with its 

adjoint).
Note:We define the spectrum of the operator T as the set o f A such that 
T  — A/  is not invertible.This means that a A,in the sense of Fredholm is an 

eigenvalues iff j  is an eigenvalue in our sense.

t
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S tru ctu re  o f  th e  D isserta tion
In C h a p ter  l,w e shall give some basic definitions and concepts in operator 
theory,especially properties of bounded linear operators since T  is taken to 
be bounded.The notion o f Invariant spaces will play a vital role in the de­

compositions o f T.
In C h a p ter  2, we shall look at the spectrum of T and its partitions,the nu­
merical range,maximal generalized inverse(Moore-Penrose inverse) o f T  and 

the reduced minimum modulus of T.
In ch a p ter  3 , we shall introduce the class of 2-isometric operators,their spec­
tral properties.In particular,we show that the spectrum,numerical range and 
the Weyl spectrum of 2-isometry are equal to the closed unit disc.In addition 
we shall look at the von Neumann Wold Decomposition of 2-isometries,decomposit ion 
o f an operator splits it. into operators that are easy to understand,therefore 

plays a vital role in the theory of 2-isometries.
In ch a p ter  four,w e are going to give other classes of Hilbert space opera­
tors related to 2-isometries.Finally we shall give a. conclusion on suggested 

research topics that arose during our study.

11
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Chapter 1

Preliminaries

1.1 Notations and terminologies

D efin ition  1 .1 .1 . Let H denote a vector spare over the field of complex 
numbers. An inner product is a complex valued function ( , )  on Ii x H such 
that for all f ,g ,h  € H and a a complex number,the following axioms hold:

< / , /> >  0 and ( / ,  / )  =  OiJJ /  =  0

(/, (J + h) =  (/, g) + (/, h)

( / ,  (/) =  {(), f )  where the bar denotes the complex conjugate.

(otf, g) =  cv </, g)

A space H equiped with an inner product is known as a. pre-hilbert space 

or an inner product space.



Example 1.1.2. For an infinite dimensional complex vector space,the ap­

propriate inner product is,with

f  =  ( / i . / a . / a , - )  and g =  (.91,.'72, 9 3 . - )

(/, 9) = 5Zj=i fjfli
Example 1.1.3. An inner product may easily be constructed for the set of 
complex valued functions C(Q) by setting (f,g)  =  Jn f(x)g(x)dx

Theorem 1.1.4. For any element x ,y  € H the following properties hold: 
|(;c, y)| <  ll/ll ||fif|| (Schwartz Inequality)

||* +  J/|| <  Ill'll +  ||v|| (Triangle inequality)

||x +  7/1|2 +  ||ar -  ?y||2 =  2(||.r||2 +  ||?y||2) x l y  (Parallelogram law)

T h e o re m  1.1 .5 . A pre-hilbcrt space is a normed vector space with the norm,

11*11 -  <*.*>4

A pre-hilbert space which is complete with respect to the norm is called 

a II i I bert space

The symbol H will henceforth always denote a Hilbert space.
H is called a separable space if there exists vectors vi,v2, ... which span a 

subspace dense in II.

P ro p o s it io n  1 .1.6. Every Separable Hilbert space has an orthonormal basis.

Recall: Let M  denote any subset of H .Then the set .of vectors orthogonal 

to M denoted M x .meaning 
X  e  M ,y e  M 1 => (x,y) =  0

14 /
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Theorem 1.1.7 (Projection Theorem). Let M be a closed subspace of H.The 
j l /x is a closed subspace, 
and H =  M  ©  M x .

1.2 Invariant Snbspaces

Sometimes properties of an operator T € B(H)  can be determined rather 
easily by considering simpler operators which are restrictions o f T  to certain 

subspaces of H, known as invariant spaces.
We now present some elementary facts about invariant subspaces.

Definition 1.2.1. Let T 6 B(H),a subspace M of IL is invariant under T 
i fT (M)  C M.

A subspace M of H reduces T if both M and M x are invariant under T.

If M  is invariant under T,then relative to the decomposition H — M  © 

M l ,T can be written as

for operator X  : M L —> M and Y : M 1 —> M L where T\m '■ M  —> M is a 
restriction of T  to M and X  = O iff M  reduces T.

D efin ition  1.2 .2 . A part of an operator is a restriction of it to an invariant 
subspace.

A direct summand of an operator is a restriction of it to a reducing sub- 
space.

R em a rk  1 .2.3. An operator is completely non-unitary if the restriction to 
any non-zero red.uci.ng subspace is not unitary. In particular,T has no non­
zero unitary direct summand.

Vo / "



D efin ition  1 .2 .4 . An operator T 6 B (I t ) is reducible if it, has a non­
trivial reducible subspace(equivalently,it has a proper non-zero direct sum­
mand) , otherwise it is said to be irreducible.

A unilateral shift of multiplicity one is irreducible.

1.3 Properties of bounded linear operators

Throughout this section II. H\. 112 denote Hilbert spaces over the complex 
plane and B(H)  denotes the Banach algebra of bounded operators on H.

D efin ition  1 .3.1. A function T which maps II\ into II2 is called a linear 
operator if for all x, y €  II\ and a  a complex number,

T (x + y) =  T (x) +  T (y) and 

T (ax) ~  a(T (x))

D efin ition  1 .3 .2 . The linear operator T  : H i,—* H2 is called bounded if;
/

8UPWS, HT;rll < 00

Thus an operator is a bounded linear transformation of a non-zero com ­
plex Hilbert space into itself.
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E x a m p le  1 .3.3. Let, Sr : k  - »  k be defined by;

Sr{ai,a2, ...) =  (0 ,o i ,a 2, ...)

Sy is called the forward shift operator. Sr is linear and ||Srx|| =  IM I, 

Z2. In particular ,||5r|| =  1

P ro p o s it io n  1 .3.4. Let T  : H -> H be a non-zero linear operator. 
The following are. equivalent;

• ll(T) is a closed subspace of H

• Tis a bounded linear operator.

• N(T) is a closed subspace of H

L em m a 1.3 .5 . Let T be an operator such that for all x  G H,\\Tx|| > 
c\\x\\,where c. is a positive constant. Then R(T) is closed.

/
P r o o f

Let (yn) be a convergent sequence of elements in Il(T) converging to jy.Then 
yn =  T.r„.For some (,rn).Since (yn) is convergent,it is a Cauchy seriuence.Now

||*n ~ r.,n|| <  i  ||T(xn -  xm)|| =  i  ||y„ -  J/m||

=► x„  is a Cauchy sequence and hence convergent to some element, x. I hen 

since T is continuous 
y =  lim yn =  limT.T,, =  Tx
=» (yn) —* y G R{T). Thus R{T) contains its limit points,hence closed.

17
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D e fin it io n  1 .3 .6 . IfT  G 13(H) then its adjoint T* is the unique operator in 
B(Il)  that satisfies

(Tx, y) =  (x,T*y)Vx,y  € H

An operator T  € 13(H) is called self-adjoint if T* =  T.

T h e o re m  1.3.7. [9]
Let T& B(H),the following results hold;

/ T*T is a positive self adjoint operator.

2. R(T) is closed iff R(T*T) is closed.

3. RfT' =  N{T)L =  N(T*T)X = Il(T*T)

4- N(T and N(T)1 are invariant under T*T.

/

P r o o f

We have (T*T)* =  T*(T*)* =  T*T =4> T*T is self adjoint.

Jo show that its positive consider,

(T*Tx,x) =  (Tx, Tx) =  \\Tx\\2 > O.Thus T*T is positive,hence (1) holds.

18 /
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To show that (2) holds,assume R(T) is closed.

By deflation,||T*r|| =  su p \(T*Tx, )| =  ||T||2 .

Since ll(T) is closed, then \\T\\ <  c ||x|| for some positive constant c,squaring 

both sides we havc,||T||2 <  c2 ||x||

Therefore ||T*T|| <  c2 ||®||2,taking ||x|| =  1 we have,||T*T|| <  c2 ||x||

B y definition,||7’*7,|| =  sup ||T*T.r||,it follows that ||T*Tx|| >  c2 ||;r|| 

hence by Zcmmal.3.5 R{T*T) is closed.

Conversely,assume R(T*T) is closed,then by prop. 1.3.2 we have T*T is bounded,i.r 
there exists a positve constant b such that,||T*T|| <  6||x|| since ||T*T|| =  
Ill’ ll2 we have,||T|| <  \/b ||.x||,hence by prop. 1.3.2 R(T) is closed.

To prove (3),we first show that R(T*) — yV(7’ )x

Let x 6 N(T)  => Tx  =  o,take any y £ / /
Then 0 -  (Tx,y) =  (x/T'y)
=» T*y € N(T)X
=* R{T*) C iV (T )x ................(*)

Conversely,let y e R(T*) =4> 3 z € H\T*z =  y and x € N(T)
Then (x,y) =  (x,T*z) =  (Tx,z) =  0
=> N(T)  C R(T')1 =► fV (T)x C R(T*)..................(**)
From (*) and (**) and the fact that R(T) is c losed ^  R(T*) is closed,we have 

(7’ )x =

Similarly N(T'T)1 = R{T*T).

19,
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To show that (3) holds,it suffices to show that N(T)  — N(l  T),therefore 
suppose t hat, x G N(T) => Tx =  0 applying T* we have T'Tx =  0 => ■>' G 

N(T*T). => N(T)  C 7V(T*T)

Conversely,let. x G N(T'T)  => T'Tx  =  (),lct ?/ € 7/| Ty ^  O.then,

0 =  (T 'Tx,y) =  (Tx,Ty) => Tx = 0 => x, e N(T),thus N(T*T) C /V (T),it 

follows that N(T'T) =  N(T),hence t.he proof.

To prove (4) we first, define an invariant subspace,a closed subspace M of H is 
said to be invariant under an operator T ifT(M)  C A/or 7?(7’|a/ C A/,from 
(3) ,we have /V (T )X =  R(T'T ),it follows that /V (T )X is invariant, under 
7’*T.Therefore x G yV(T)x => T'Tx  € N (T )X,taking the conjugate on both 
sides we have x € N(T) => T'Tx, G A/(T),thus j'V(T) is invariant under 

T ’ T.Hence the proof.

20
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1.4 Some classes of Hilbert space operator

D efin ition  1 .4 .1 . An operator T G B{HUH2) is called invertible if there 
exists an operator T  1 G B(H\. II2 such that;

T~lTx =  x for ever]) x  G H1

TT~xy =  y for every y G H->

The operator T~l is called the inverse ofT.

T h e o re m  1.4.2. An operator T  G B(H) is invertible if and only if the fol­
lowing properties hold;

• There exists a positive number c such that ||T:r|| >  c ||x|| for any x. G //•

• R{T) is dense in H

T h e o re m  1.4.3. If T G B{H) is self-adjoint then 7V(T)X =  R(T).Thus by 
theorem 1.2.f II =  N(T)  © R(T)

D efin ition  1.4 .4 . Any two complex Hilbert, spaces H\, II > of the same dimen­
sion are. equivalent, in the sense that there exists an operator U G B(H\, 112 ) 
such that U is surjective, and ||f/x|| =  ||x|| for all x G H

An operator U which satisfies the property ||f/x|| =  ||x|| for all x € II is 
called an Isometry.

The forward shift operator Srei =  ei+i on l2 is an example of an isome­
try.

D efin ition  1 .4 .5 . An operator I< G B(H) is compact if for each sequence 
of unit vectors {.?:„} in II. the sequence {I<xn} has a convergent, subsequence.

21 , ' ’ '
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E xam p le  1 .4 .6 . The integral operator K  where f  G C( 12) and

K f (x )  =  f n K(x,y ) f (y )dy is compact.

Definition 1.4.7. A linear isometry which maps II onto itself is called a 
Unitary Operator.

L em m a 1.4.8. Let T G B(1I) be unitary then;

1. T has an inverse T 1 which is unitary.

2. T is linear.

S. The adjoint operator coincides with its inverse.

E x a m p le  1 .4 .9 . Let «(/.) be a Lebesque measurable function on [a, b\ such 
that |a(l)| =  1 almost everywhere. The operator U defined on L2[a, b] by 
(Uf)(t)  =  a(t)f(t) is unitary.

D efin ition  1 .4 .10 . Let T\ and T2 be operators on 11 \ and II2 respectively, 
T\ is sard to be unitarily equivalent to T2 if there exists a unitary operator 
U G B(H i ,H2) such that T2 =  UTXU*.

/
D efin ition  1 .4 .11 . i4n operator T acting on a Hilbert space II is said to be 
completely nonunitary if it has no non-trivial reducing subsapee N such that 
the restriction T\h o fT  to N is unitary.

D efin ition  1 .4 .12 . An operator T is Fredholm if R(T) is closed,N(T) and 
ll(T)A arc finite dimensional.
The index of T denoted by i(T) is defined by

i(T) =  dim.N(T) -  dimR(T)x .
T is Weyl if it is Fredholm and of index zero.

2? ■'
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A d d it io n a l o p e ra to rs  on  a H ilb ert sp ace  are d e fin ed  as;

An operator T €  R(H)  is;

Normal if T*T =  TT*

Normaloid il r(T ) =  ||T||

Partial isometry if TT*T = T

Quasinormal il T  commutes with I ' l

Hyponormal il T*T >  1 T*

Quasi-hyponormal if T* [T*,T)T is non-negative

Paranormal if ||T:r||2 <  ||T2x|| ||:r|| for all x € II

m-isome t r y i f E r = o ( - l ) m- fcai) ^  =  ()

Dominant if R{T -  al)  C R(T* -  al)  for a complex number a

Quasi-isometry if T’ 2T2 — T ’ T

Posit ive if {Tx , x) >  0 for all x  € II

Idempotent if T2 = T

Nilpotent. if T" =  0 for some positive integer n.



Contraction if ||T’|| < 1 (Equivalently ||T’.x|| <  ||.r|| for all x 6 H .) 

Proper Contraction if ||T|| <  I 

Strict Contraction if ||T|| <  1

These operators are related by t he following inclusions. 

H y p on orm a lC  Q u a s i-h y p o n o rm a lc  P aran orm al C Normal0’ '*

S trict C o n tra c t io n  C P ro p e r  C on tra ction  C C o n tra ctio n



Chapter 2

The Spectrum of an operator

2.1 Classification of the spectrum

D efin ition  2 .1 .1 . A complex number X is said to be a regular value of an 
operator T if the operator T — XI is invertible.

The resolvent set denoted, by p(T) is the set of regular values of T.

The set of all those A , which are not regular values ofT  is called the Spectrum 
of the operator T and is denoted by a(T).

D efin ition  2 .1 .2 . If there is a non-zero solution of the equation.Tx — Xx, 
then X is said to be an eigenvalue of T and x the eigenvector corresponding 
In the eigenvalue X.

The linear span of all eigenvectors corresponding to the eigenvalue X is said 
to be an eigenspace of the operator T and is denoted by N(T — XI).

An element x 6 H such that (T -  XI)nx =  0 for a positive integer n is 
said to be a principal vector corresponding to the eigenvalue X.
The linear span of all principal vectors corresponding to an eigenvalue X is 
said to be. a principal space.



The dimension of a principal space is the multiplicity of the coiresponding 
eigenvalue.

P ro p o s it io n  2 .1 .3 . Eigenvalues of a square matrix T =  [«jfc]j,fc=i,2,...»i arr 
the roots of the equation det(T — XI) =  0.

E x a m p le  2 .1 .4 . What are. the eigenvalues and eigenvectors of

det(T -  XI) =  (1 -  A) (4 -  A) -  4 =  0

=> A'2 -  5A =  0 =► A =  0 or X =  5 
Eigenvalues o fT  are Aj =  0 and Xi — 5. 
For X{ =  0

=>y+2z=0 
and 2y +  4z=0

=» if z =  —1, 2/ =  2

Therefore the corresponding eigenvector is 

For X'2 =  5

2y -  z =  0 =» if y =  l , z  =  2

Therefore the corresponding eigenvector is

The spectrum of an operator T  G D{H) can lie split, into many disjoint 
parts. A classical partition comprises of the point spectrum,continuous spec­
trum and the residual spectrum.
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D efin ition  2 .1 .5 . The point spectrum denoted by op( l ) ,  is the set. oj all 
eigenvalues of T
op(T) =  { A g C :  N(T -  XI) ±  0}
The continuous spectnnn denoted, by or(T) is defined as follows:\ G err( F) ijj 

A € ^ 9 )  aU(t ~ M ) ?s dense in H .

oc(T)={X  G C : (T  — A/ ) ” 1 is unbounded and R(T  — A/ )  =  IF

Example
On L2[0, 1] define T  : L2[0 ,1] - »  I 2[0,1) with Tx = t.x(t),then 
<t(T) =  <rc(T) =  [0,1]

The residual spectrum is the set;ar(T) =  {A G <C : (T  — A/)  1} exists and 
R(T -  XI) ±  II
From the definition it follows that;

P r o p o s it io n  2 .1 .6 . a(T) is a closed set.

P ro p o s it io n  2 .1 .7 . a{T) =  ov(T)\Joc(T)\Jor{T) holds,wherecrp(T) ,ac(T) ,a,.(T) 
are mutually disjoint parts of o{T).

D efin ition  2 .1.8 . The compression spectrum acp(T) =  l A G C  : R(Ty— XI) C II

The set crap(T) of all complex numbers A such that, there exists a sequence 
of unit vectors xn such that \\Txn — Ai„|| —* 0 as n —> oo is said to be 
approximate point spectrum.

P ro p o s it io n  2 .1 .9 . a(T) — oap{T) U acp(T) holds,where o(ip(T) and acp(T) 
a,re not, necessarily disjoint parts of the spectrum.

Also a(T) =  a,\T) U aap(T) holds.
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P r o p o s it io n  2 .1 .10 . onJT) is non-empty,includes the boundary 0(o (T ) of 
the spectrum

.d{o(T)  c  n (T ).

D e fin it io n  2 .1 .11 . The Weyl spectrum denoted by uj(T) =  |A G C|(T — A /) 1 
is not Weyl.

D e fin it io n  2 .1 .12 . Let LI be a non-empty set,the smallest convex set con­
taining LI denoted by conv(Ll) is known as the convex hull of Q

T h e o r e m  2 .1 .13 . i) The entire spectrum of a self adjoint operator T is con­
fined between its bounds

A/ =  sup||x||=1 \(Tx, x)| and m =  infw =1 \(Tx,x)\.
ii) The bounds M and rn of every self-adjoint, opera,tor belong to its spectrum. 

P r o o f

Suppose A [rn, M] and A <  rn since (Tx, x) >  rn,we have ((T -  A l)x, x) > 
m — A

But according to Shwartz inequality 
K ( T - A / ) : r , : t; ) | < | | ( T - A ) . r | |  ||.t ||

=> ||(T — A/)x|| >  m -  A

=r- A f  o(T)

Similarly for A >  M
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By definition ||T|| =  M  =S> 3:r„ € H for which

=> Txn ->  M xn.
Therefore 0 <  \\Txn -  Mxn||2 =  ||(T — MI)xn||2

-  ((T  -  M I)xn, (T -  MI)xn)

< 271/2 -  2M(Txn,xn) -» 0

=> M G cr(T)

Similarly for m G er(T).

T h e o re m  2.1.14. Lef T  G 13(H),then

o(T*T) =  (<r(r*r)|W{T) u (a(T*r)Um x

P r o o f
From theorem 1.2.7,H = N(T)  ©  7V(T)X .relative to this decompositi&n and 
since both N(T)  and 7V(T)X are invariant under T*T,we have

thus cr(T*T) =  (o(T’ T)\N(T) U (o(T*T)\n(T)i.

R em a rk  2 .1 .15 . Since T*T is a positve self adjoint, operator and theorem

Where Ex : N(T) -* 7V(T),and E2 : /V (T )X -> 7V(T)X

2.2.S IIT’ T’H =  \\T\\2,(j(T*T) C [0, ||T||2]
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2.2 The numerical range

D efin ition  2 .2 .1 . For an operator T,the. numerical range W(T) of T is a 
.subset, of the complex plane,given by,
\V(T) = {(Tx,x)  b e / / ;  ||tf|| =  l }

The following properties o f the numerical range are well known;

1. W(aT +  bI) =  aW{T) + b

2. W(B  (B C) =  conv {W{B)  U W(C)}

3. W(T)  is a convex set(Hausdorff-Toeplitz).

4. W(T)  is bounded.

5. W (T ) is closed if dim (H) <  oo

D e fin ition  2 .2 .2 . The numerical radius w{T)of T is defined by; 
w(T) =  sup { |A| : A € W{T)}.

The crawford. number c(T) of T defined by; 
c(T) =  inf {|A| : A € W(T)}.

The spectral radius r(T) of an operator T is defined by
r(T) — sup { |A| : A € cr(T)},which is the smallest, circle on the complex plane 
C which contains the spectrum of T .

D efin it ion  2 .2 .3 . The essential numerical range We(T) is defined as; 
We{T )  =  f lW {T  +  k),I( compact..

Let. T =  (T|, T2) ...Tn) be an n-tuple of operators acting on H .The joint, 
numerical range o fT  is defined as;

Wj(T) = ((Tix, x ) , (T2x,x) ,... (Tnx,x)).
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P r o p o s it io n  2 .2 .4 . Let T  G B(H) then ov{T) C \V(1). 

p r o o f
Suppose A G <7j,(T) =S> 3 x ^  0 € H : Ax =  1 x

Therefore A =  A (x ,x ) =  (A x,x) =  (Tx,x)

=> \ € W(T)
Therefore ap C W(T)

C o ro lla ry  2 .2 .5 . <t„ (T ) U ar(T ) C tC(T)

p r o o f
Suppose A G ov{T) =$■ A G IT (T )

If A G ar(T) then A G <7P(T*) => A G W(Tr ) since " ^ f y-Hence CT,,(r) U 

<>r(T) C IT (T )

P ro p o s it io n  2.2.G. Le/ T G B(H ) then o{T)  C IT (J).  

p r o o f
Recall:a(T) =  <rr(T ) U <x„p(T)

Suppose A G <yap{T)
=M) <  | A - (T x n,x n)|

=  |((T -  A /)x n, x„}|

< ||(T -  A/)x„|| ||x„|| — o as n -»  oo 
=> A G WAT)

Therefore aav(T) C W(T)

=> a(7)  C VT(T)
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T h e o re m  2 .2 .7 . conv(o(T)) C W(T).This follows from the proposition 
above.

D efin ition  2 .2 .8 . An operator T  € B (H ) is said to be;

• Convexoid i fW (T)  — conifer(T)

• Normaloid if r{T) =  ||T||

• Spectraloid if w(T) =  r(T).

2.3 Spectral characterization of closed range 
operators

D efin ition  2 .3 .1 . A bounded linear operator S G B(H) is said to be a 
generalized inverse of T  € B(H),i fTST = T and STS = S.
The Generalized. Spectiiirn is defined by replacing the notion of invertilnl- 
Hy which appears in the classical definition of the spectrum by existence of 
analytic generalized inverse.

D efin ition  2 .3 .2 . For T G B(H),t,he minimum modulus is defined by the 
number

l{T) — inf {||T:).'|| ; ||.j:|| =  l,a; G /V (T )1 } .

7 (T ) =  oo if T =  0
7 (T) > 0 implies injectivity of T,the converse does not hold true in general.
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D efin ition  2 .3 .3 . The Maximal Generalized Inverse of T ,denoted by T ' ,is a 
unique linear operator with domain D{T+) = R(T) © x / i (T )x and N (T+) = 
RfT)1 satisfying the following properties,

(i) R(T) C D(T+)

(n) R(T+) C D(T)

(Hi) T+Tx =  P j ^ x J o r  all x € D(T) 

(iv) TT+y =  P j^ y J o r  all y e  D(T+)

In general,an inxn matrix T has many generalized inverses unless m — n 
and T is invertiblc.lt is possible to add conditions to the definition of a gen­
eralized inverse so that there is always a unique generalized inverse.

T+ is called a Moore-Penrose inverse of T  if it satisfies;

.  TT+T =  T and T+TT+ = T+

• (TT+Y = TT+ and (T+T)* =  T+T

P r o p o s it io n  2 .3 .4 . [10]
LetTe. B(H).Then we have the following, 
(i) R(T) is closed, the q (T ) =  p i q

(u) 7 (T*T) =  7 ( T f
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p r o o f ( i )
Assume R(T) is closed =>■ R(T) =  D(T+),by definition

||7’+ ll =  S,,P { JJ£|J1 : 0 /  y G D(T+)\

= s u p / J M  : 0 ±  y €  77 (T )j (since R(T) =  D(T+) and )

=sup : 0 5̂  x € JV(T)X}  (since 7?(T+) = TV(T)1  =» 30 + x G N(T)1 

T+y =  0)

= i n f { f j i : 0 ^ x €  N (T)±}  '

=1 (T ) -1

p ro o f( i i )

7( T*T) =  ||(7'-7')+|| = jj7+]p

= 7 ( 7 ?  (since ||T‘ T|| =  | | 7f)

P ro p o s it io n  2 .3 .5 . [10]
ForT(z B(II),the following statements are equivalent.
(i) R(T) is closed.

/

(ii) R(T*) is el.ose.il 

(Hi) 7 (T ) >  0

(iv) T+ is bounded.

(v) 7(T) = 7(3” )
(vi) Let A G (0, oo ).Then A G rr(7') <=> A g rr(T+)
If T  1 exists, then 0 ^  A G rx(7') <s> | G ^(T1-1)
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D efin ition  2.3.(5. An operator T  G 77(77) is sard to be positive if (T.r, x) > 0 
for all. x 6  77.

P ro p o s it io n  2 .3 .7 . [10]

LetTe 77(77) be a positive operator. Then the following results hold,
(i) T+ is positive.

p ro o f( i )

Let. T G 77(77) be a positive operator.Then T is a self adjoint operator. 
Let. y = Tv + u where u G N{T)L anti v G R{T)L.

(ii) <t(T)/ {()} =  o(T„)/ {o }  where T„ =  T\N{T)

(i») ° ( T + ) / { 0 } = o ( T o- ' )/ {o }

Since L)(T+) = R(T)  0 1 7?(T )X we have,

(T+y, y) =  (T+y , Tu +  v)

= (T+y, Tu) +  (T+y, v)

(T+y,Tu)  (since lifT)1 = N(T+), (T+y,v) =  0)

=$■ T+ is positive. 
p ro o f( i i )

Since T  is self adjoint,it. is reducible by N(T)
i,e T(N(T))  C N(T)  and TiN^T)1) C N(T)1
by theorem 2.2.0 we have a{T) =  < 7 ’U (r))U(T(7.M r )i)

i.e o(T) =  {()} U a(T„) 
hence a(T)/ {()} = a {T o)/{0).
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p ro o f(iii)
Since T + is self adjoint,it is reducible by N(T+) =  /?(7 ’)x 

since T+\n{T) = T~l,(n) implies that 
a(T+)/ {0 }  =  a(T~1)/ {()}

T h e o re m  2 .3 .8 . [IQ]
Let T£ B(H) be a positive operator and
d(T) =  inf {|A| : A 6 < r (T ) /{0 } }  =  d(0, a(T)/ {()})
Then 7 (7 ’) — d(T)

p r o o f
Case 1:7 (7’ ) >  0
If 7 (T ) >  0,then Il(T) is dosed.In this case T~l and 7 ’+ are 
adjoint operators with

i r c ' i i  =  ii7,+ ii =  ^
lienee 7 (7’ ) =

= («”P{|/'I : /' G (r{T~l)}yl

-  (S,'P {(A )-1 : 0 7̂  A 6 o{T0)})~x 

=  inf { |A| : 0 A € a(T„)} =  d(T)

Case 2:7 (T ) =  0
Since T + is positive,7 (7’ ) =  0 => T+ is unbounded => 

cr(T+) is unbounded.
=£• for all n =  1 ,2 ,3 , ..,3A„ € er(T+) such that 
A„ > n => j  € o(T)
and y-----* 0 as n —> 00

Hence d(T) =  0
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T h e o re m  2 .3 .9 . [10

Suppose Te B (II) is a positive operator and 0 is an isolated spectral valued 
of T. Then 0 is an eigenvalue.

p r o o f
Since 0 is an isolated spectral value,d(T) >  0 then by proposition 2.4.5 
7 (7 ’) >  0 =s> ll(T) is closed.
If 0 6 cr,,(T),fhen N(T)  =  {0 }  Il(T) =  II
making T one to one and onto,hence invertible,a contradiction.

R em a rk  2 .3 .10 . The. converse of these theorem need not be true. To see. this 
consider T : Z2 —> I2 defined, by

T (x i, x 2, x3, x4, x 5, ...) =  (0 ,2x2, 5X3, 4x4, 5X5,...)

Here T is a positive operator. Since T is not one to one ,0 G crp(T ) Imt it 
is not an isolated point of the spectrum point, of the spectrum,

<t(T) =  (o ,2 , i , 4, i , . . . )

L em m a 2 .3 .11 . [10]

Let. Te 13(H) be self adjoint. Then R(T) is closed iff 0 is not an accumulation 
point of a(T)

p r o o f
We know that H(T) is closed iff 7 (T) >  0 since d.(T) =  7 (7’ ) ,if. follows that 
d(T) >  0,thus 0 is not an accumilation point o f cr(T)
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Chapter 3

2-isometric Operators

3 .1  Properties of 2-isometric operators

D e f in it io n  3 .1 .1 . An operator T  €  D{H) is an m-ismnetry if it satisfies,

f a r  some positive integer in >  0

The study of m-isometries originated from the study of bounded linear 
transform ations T  on a Hilbert space which satisfy

f o r  some positive integer rn > 0 ,T is said to be m-symmetric.
Angler et.al in [1] studied the properties of m-isometries and some o f the basic 
p rop erties included^?),-isometry is an m +  l-isometry,that m-isometries are 
b o u n d e d  below and that their spectrum lies in the closed unit disc. We want 
t o  specialize for the case rn =  2,this gives the class o f 2-isometries.

£ ’* = (,(-l )m- k{l)T'kTk =  0 (*)



P ro p o s it io n  3 .1 .2 . I fT  6  I3{H) is a 2-isometry then,

E L ,  G) =  «>

p r o o f
Assume T is a 2-isometry.Then (*) holds.

Therefore,0 =

« £ L o ( - l (T*T*x,x)

-  E L , ( - l ) 2" 1©  (1*s,T*s)

-  eL .(-i)a_*G) ll̂ xil2
P ro p o s it io n  3 .1 .3 . Even/ isometry is a 2-isometry 

p r o o f
Suppose T  G B(H)  is an isometry then.T’ T  =  /  

Therefore T*2T2 -  I T T  +  /

=  T 'T 'T T  -2 1  + 1 

= T* IT -  I =  0

11 follows from (*) that T is a 2-isometry.

R em a rk  3 .1 .4 . As a result we have the inclusion

unitary C isometry C 2 -  isometry

Therefore if both T and T* are. 2-isometries then T is invertible arid so must 
be unitary.In particular ifT  is an invertible 2-isometry, then T is an isome­
try. In general an m +  1-isometry is m-isometry.
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L e m m a  3 .1 .5 . [17]
Lei T be a 2-isometry, then the following statements arc 
equivalent;
(i) T is normal.
(ii) T is invertible 
(in) T is unitary.

D e fin it io n  3 .1 .6 . An operatorT € B(II) is said to be uni.tari.ly equivalent to 
,S e  11(H) if there exist a unitary operator U £ H(II) such that U TU =  S.

'T h e o re m  3 .1 .7 . [17]
Let. T be a 2-isometry,
(i) If S is unitarily equivalent T,t.hen S is a to 2-isomctry.
(ii) If M C II is an invariant, subspace for T ,then. T\m is a 2-isometry.
(in) If T commutes with an isometry S,llien TS is a 2-isometry.

P r o p o s it io n  3 .1 .8 . [12]
A power of a 2-isometry is a 2-isometry.

T h e o r e m  3 .1 .9 . [12]
A power bounded 2-isometry is an isometry.

p r o o f

Let T  be a power bounded 2-isomctry.Then there exists a. positive real num­

ber M  such that

||T” || <  M  for n =  1 ,2 ,3 ,....

The definition of a 2-isometry yields,

||T2||2 +  1 =  ||T||2

By induction we have
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T 2"||2 =  2”  ||T||2 -  2”

It. follows that.^r =  l l ^ f  “  1,letting «  ^  oo wo have ||T|| =  lTlius

Ill’ll = 8«P||»|-1 11̂*11 =* WTXW - 1

and since T G 13(H),\\Tx\\ <  ||T|| ||x|| => ||T:c|| <  1

=» IM  -  i = INI

Hence T  is an isometry.

D e fin ition  3 .1 .10 . A bounded linear operator is said to be regular if it ran 
be. written as a tinea,r combination of positive operators.

P r o p o s it io n  3 .1 .11 . [12]
Every self-adjoint 2-isometry is regular.

L em m a  3 .1 .12 . [12} LetTe B(H) be a non-unitary 2-isometry,then oap(T) 
lies on the unit circle <9D.

p r o o f
Assume T  is a 2-isometry and let A G oap(T) => 3 {:/;„} G II \ ||a;„|| =  1

/

Such that ||(T — A/)|| ||:/;„ || —> 0 as n —+ oo 

By induction,\\(Tk — Afc/)|| ||xn|| —> 0 <as n —> oo

rherefore 0 =  a:” >

=  E 2 ( - 1 ) 2- ‘ 0  {T*kTkxn,xn)
-  Efc(-1)2_*(*) <A**»,A**«> =
Hence the result.

=  (|a2| - i )2 = H a | =  i
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T h e o re m  3 .1 .13 . [1]

LctTe B(H) be a non-unitary 2-isometry,then a(T) =  crnp(T) is the dosed 
unit disc D.

p r o o f

Since d(a(T))  C aap{T),then from the lemma above we have aap(T) C
° (T ) ............ (i)

If A <£ CTap(T),then 3t >  0 such that ||Ty -  At/|| >  e ||y||, for all y e  H 
with ||i/|| <  1

If yA.B.(T — XI) then 
0 = ( ( T - X I ) x , y )  =  ( x , ( T * -X ) y )  
and therefore T*y — Ay =  0 = ^ y  =  0

It follows that R{T -  XI) =  {o }.S o  that H =  R(T -  XI). i.e.,T -  XI has 
bounded inverse so A $ a(T) =s> cr{T) c  anp(T) ............... (ii)

From (i) and (ii) equality holds.Since anp(T) lies on the unit circle 9D,it, 
follows that, <j(T) =  oap(T) =  the closed unit disc D.

T h e o re m  3 .1 .14 . [12]

A non-unitary 2-isometry similar to a spectral,oid 
operator is an isometry.

p r o o f

Let T be a 2-isometry similar to a, spectraloid operator A 

Then r(Tn) = r(An) =  w(An) for u = 1, 2 ,3 ,...

Since a(T)  is the closed unit disc D,it follows that r{T) =  1 =  w(An) 
Bv definition,||j4n|| sup | {Anx, x) | =  w(An) =  1.
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Therefore A is power bounded and similarity of T and d llut I *H 
power bounded,it follows from theorem 3.1.6 that T  is®  isometry.

C o ro lla ry  3 .1 .15 . [12]
Let T be a non-unitary 2-isometry,then 1 € n(T*T). 

p r o o f

Suppose 1 ^ a(T*T) =4* A =  (T*T — I) is invertible.

From the definition of a 2-isometry we have

T*2T2 -  T*T =  T*T -  /

=4- T*(T*T -  I )T =  T*T -  I 

=► T*AT = A 

=> a(T*AT) = a (A)

which implies that T  is similar to an isometry and so must be auisomc 

try.This contradicts our assumption that 1 ^ a(T*T) '
/

T h e o re m  3 .1 .16 . [5]
Let T be a non-unitary 2-isometry. Then,
(i) z € <rap(T) =4> z* G ct„v{T*)
(ii) z € <7p(T ) =4> z* G vP(T*)
(in) Eigenvectors o fT  corresponding to distinct eigenv^ueS au oitliogonal. 

p r o o f( i )
Let .3 €  crap(T),and {xn} a sequence of unit vectors in 
Then (T  — z l)x„  —* 0 =4* (T 2 — z2I)xn —> 0 
=4> (T*2T2 -  z2T*2)xn -> 0



Since T  is a 2-isometry we have

0 =  rr 2T2 -  ‘IT 'T  +  I 
= T 2T2xn -  2T'Txn +  xn 
-  z2T '2xn -  zT*x„ =  (zT' -  I)2x„

=* (T* -  z 'I )2xn -  0

=► G ani>(7” )

p r o o f( i i )
let z 6 nv{T) => 3x ^ o such that 
(T -  z l )x  =  0
=► (T*2T2 -  z2T*2)x =  0 and(T*T -  zT*)x =  0

Since T  is a 2-isometry we have,

0 =  T*2T2 -  2TmT  +  1 

=  T*2T2x -  2T*Tx +  x

-  z2T*2x  -  zT*x = (zT* -  I)2x = (T* -  z*I)2x 
^  z G )



proof(iii)
Lot /i  and a  be distinct eigenvalues corresponding to the eigenvectors x  and y

i.e fix — Tx  and ay — Ty

since is a 2-isometry we have ,

0 =  ((T*2T2 -  2T*T +  I)x,y)

=  (T2x, T2y) -  2 (Tx, Ty) +  (x, y)

- (fi2x, a2y) -  2 (fix, ay) +  (x, y)

=  (fi2a*2 -  2fia* +  1) (x, y)
since fi ^  a,then (fi2a*2 — 2 fia* +  1 ) ^ 0

=> (x, y) =  0,thus x and y are orthogonal.

T h e o re m  3 .1 .17 . [5]
Let. T be a non-unitary 2-isometry. Then the numerical range of T is the 
closed unit disc P.

p r o o f
from theorem 2.3.7 we have conv(o(T)) C W(T),we know the numerical 
range of a operator T  is convex and since 7* is a 2-isometry a(T)  isthe closed 
unit disc P,therefore W (T ) is the closed unit disc P.
Since -1 and 1 are eigenvalues of T,this belongs to W (T).H ence Vi(T) is the 
closed unit disc P.

L em m a  3 .1 .18 . [7,probl.eml82]
If the difference between operators is compact, then their spectra, an the same 
except for eigenvalues. More explicitly,if A — B is compact,and. if >6 a (A) -  
1I„(/1) then A € o(D)
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D efin ition  3 .1 .19 . Weyl’s theorem refers to any theorem that characterizes 
the spectrum of an operator as a subset of the weyl spectrum, whose classical 
definition is

u)(T) =  n<r(T + K):I< is compact.

It has been shown in [7] lemma 2.3 that, for any bounded operator T, lo(T)= ct( T ) -

n 0{T)

T h e o re m  3 .1 .20 . [12]
The Weyl’s theorem holds for 2-isometri.es.

p r o o f
If T is unitary then it has no eigenvalues except 0,therefore the result holds.If 
T  is non-unitary then <r(T) — D implying that II0(T ) =  therefore the result 
holds.

C o ro lla ry  3 .1 .21 . The weyl spectrum of a 2-isometry is the closed unit disc.

R em a rk  3 .1 .22 . From the properties of 2-isometries,it is identified that the 
spectrum,weyl spectrum,numerical range and approximate point spectrum arc 
equal to the closed unit disc D ,i /T  is non-unitary.

T h e o re m  3 .1 .23 . [5]
Let T be a bounded self-adjoint operator on H.Then T has dense range if an 
only if T is a 2-isometric opera,tor.

P r o o f
Assume T has dense range =£• R(T) =  H 
Since T is bounded,R(T)  is closed.
By theorem 1.2.7

II -  R(T) 0  R(T)L

-  It(T) ®  RfT)1
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=» m r ) x =  {()}

Since T is self-adjoint,
N (T )  = N(T) =  R(T)X =  { 0}

By theorem 1.3.G (3)
N(T*) = N(T*T) =  /? (T *T )r  =  R(T)X =  {0 }

Then R(T*T)L =  {0 }
It follows that R(T*T) =  H and since R (T T )  is closed ,R(T*T) 

T T x  = x, for all x € H

=> T'T  =  /
Thus T*T is an isometry and hence a 2-isometry.

Conversely,assume T  is a 2-isometric operatoi i.e 

T*2T 2 -  2T*T + T =  0

Sice T is self-adjoint,we have T*T — I =>7*7 x =  x loi all x E II

Clearly N(T*T) =  {()} and since H =  N{T*T) ©  N{T*7 )  '

We have.JV lTT)-1 =  II 
By theorem 1.3.6 (3)
N(T*T)X = R(T*T) =  7?(T*) =  II 
Since T is self-adjoint,R(T*) =  /?(7 ) =  / /

Hence 7* has dense range.

- II =>
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T h e o re m  3 .1 .24 . Let T be the non-zero self-adjoint 2-isometric operator on 
H.Then 0 is not an accumulation! limit.)point, of a(T*T)

P r o o f

Assume T is a non-zero self-adjoint 2-isometric operator,then T has dense 
range on II

Consider the operator

A ■ T'T\N{r)X : JV(T)1 -  N(T)±

Since N(T) =  { ( ) } ,/l  is injetive.

By theorem 1.3.G (2)

ll(T) is closed <=> R(T*T) is closed

<=> A is injective.

0 <£ a (A)

<4* =)•/' >  0 : <j{A) C [r, oo]

By theorem 2.2.13 we have

er(T*T) =  {<t{T*T)\N{T) U (a (T »T )U (T)x)

C {0 } U [r, ||T||2]

Hence 0 is not an accumulation point of a{T*T)
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3.2 The unilateral weighted shift operators

In this section we look at an example of 2-isometric operator and its spectral 
properties.Bermudez et al. in [3] gave a characterization for weighted shift 
operators on a separable Hilbert Space which are m-isometries.We use the 
results obtained for the case when m—2.

D efin ition  3 .2 .1 . An operator Sr acting on a Hilbert spare H is a unilateral 
shift if there exists a sequence of (pairwise) orthogonal subspaces { Ilk : k > o) 
such that H — © £ i0//fc and Sr maps each Hk isometrically onto Hk+\.In 
particular consider the Hilbert space 12 of square summable sequences ,tlic 
unilateral shift is the operator U on I2 defined by 
t / g o , 6 , 6 , - )  =  ( 0 , £ i , 6 , - )

T h e o re m  3 .2 .2 . If U is the unilateral shift then
a(U) — a(U*) =  the closed unit disc D,op(U) =  <p,aap(U) = Unit circle 
C,aap(U*) =  D and ap(U*)is the open unit disc.

P r o o f

Consider the matrix representation of U given by
l 0 0 0 0 ...\ ( 0 1 0 ... • \

1 0 0 0 ..... 0 0 1 ()..

u  =
0 1 0 0.....

and U* =
0 0 0 1..

\ 0 0 0 ..... / 0 0 0 ... J
Let A G crp{U) the Ux =  Ax,where x =  g o , £1, ( 2 , •••) then

(A£o, A^i, Â 2> •■•) = (0, ̂ 1 , ̂ 2i •■•) ô that 0 = Aî o =>■ A =  0, 
and hence <rp(U) =  </>.
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If U*x — Xx where x =  (C0.C1. 62, •••) then 

(ACo, ACi, AC2, •••) — (Ci. C21 C;i, •••)
So that Cn+i =  Cn-If Co,then x =  0 a contradiction,therefore a necessary and 
sufficient condition for x € /2 is that |A| < 1 =» op(U*) is the open unit disc.

Since ap{U) C (t(U) and o(U) is a closed set,it follows that rr(IJ) is the 

dosed unit disc,similarly o(U") is the closed unit disc.

Let, A e  (t({ /) ,S ince U is an isometry then we have

11A| -  1| INI -  11|Ax—1| -  \\Ux\\\ <  ||(A/ -  U)x|| ,Vx € H

If A ^  l,then XI — U is bounded below,a contradiction.Therefore |A|=1 
since do(U) C (Top(f/) ,it  follows that trap(U) includes the unit circle.

For U* the situation is different.Since ov(U*) C anp(f/*)and since ov(U*) 
is the open unit disc,it- follows that cr„v(U*) is the closed unit disc.

Since a{U) =  (T„P(U) U (t̂ U ).Then acp(U) is the open unit disk and

orp{U') -  <f>.

/
D efin ition  3 .2 .3 . A unilateral vieighted shift operator is the product of the 
unilateral shift opera,tor and a compatible diagonal operator. More explicitly 
suppose that { e „ }  is an orthornormal basis (n =  0 , 1, 2,...)  and suppose {u>„} 
is a bounded sequence of complex numbers. A unilateral weighted shift- opera­
tor Su is an operator of the foim SrP, where Sr is the unilateral shift, and P 
is the diagonal operator with diagonal {a>„} (Pen - a>„eu)

/
\
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P r o p o s it io n  3 .2 .4 . Let be the unilateral weighted shift operator on II 
with weight sequence (a > „)„> i.//5 w is a 2-isometry,the un 0 for all. n >  I

P r o o f

Assume there exists a positive integer n such that u>n — 0,Since 5* r „  =  0 
for all k > l,we obtain

E L , ( - i ) 2- fcG) =  i. (3-1)

A contradiction since Su is a 2-isometry.Hence u>„ -f 0 for all k >  1.

P ro p o s it io n  3.2.5. Let Su be the unilateral weighted shift, opera,lor on It 
with weighted sequence un >  1. Then Sw is a 2-isometry iff

£*•=»( 1)” A (/,) lwn-..a)u+fc_i|2 =  0. (3-2)

For all n >  1,where wn :=  1.

P r o o f

Let x — £ n=i :,:nen € //..Assum e 5'w is a 2-isometry then

o =  £ L o ( - D 2- * ® | | ^ , i||2
-  .r Z U - I ) 2- " ®  k , . . i2 | >2|3'«[

Taking x =  en and multiplying by |w0...u;„_i|,vve have;
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C o ro lla ry  3 .2 .7 . Let Su be a non-isometric unilateral weighted shift with 
weights {ujn} .I fSu is a 2-isometry then the following assertions hold;

1. {|w„|} is a strictly decreasing sequence of real numbers converging to 1.

2. \/2 >  \un\ > 1 for each n >  1.

p r o o f

Suppose |cu,i + l| > 10Jn

From t he theorem above we

12 _  
Î H+1 I

2|ĉ „ I2-  1 
|Wnh

n-kni2)2
|w»|4

Which implies that 0 >  (1 — |wn|2)2 or |cu„| — 1 => |a;n| — lT h is coil
tradicts (2) in theorem 3.2.6,therefore {|w„|} is strictly decreasing sequence 
of real numbers and so must be convergent and |wn| —> 1.

To proof (2) we have

K + 't  +
Since |o>n+i| <  |o>n|

^  l^ 'l +  jd f1 - 2
=>■ |w„| < \/2 since |w„| >  1.
Then \pl >  |w„| >  1 for each n > 1.
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R em a rk  3 .2 .8 . The class of 2-isometries contains operators which arc not 

bounded.

Example

Consider the unilateral weighted shift (non-i,sc!raet'ric)>silice UV '»>+1

11̂ 11=  sup ||5” en|| 

= 8Up|u/n|| > 1

Since |w„| > 1 for each n >  1

=► II-SSII > i

Since Su is a 2-isometry,we conclude that the class of 2-isometries contains 
operators which have arbitrarily large norm,hence not bounded.



3.3 A von Neumann-Wold Decomposition for 
2-isometries

Decomposition means separation into ’’ parts” .As far as operators are con­
cerned this usually is done by product (factorization) or by sum.
For instance,the polar decomposition says that every operator can be fac­
torized as the product of a parial isometry and a non-negative operator.On 
the other hand ,the cartesian decomposition is one by(ordinary)sum:cvery 
operator T can be written as T =  Re(T) + Im(T ),where Re(T) =  -Mjr_ and 
Im(T) =  -y(71 — T*) are self-adjoint operators.
However,in this section we shall deal with decomposition by direct sums 
which do ’’ isolate the parts” ,by restriction to contractions only,so that the 
appropriate decompositions will isolate unitary direct summands.

Recall:A contraction is an operator T G D(H)  such that ||Tj| <  1.

Some of the well-known basic results on contractions include;

(i) T is a contraction iff T* is a contraction
(ii) A contraction T  converges strongly to an operator A if for n >  1 
\\{T*nTn — A):;:11 =  o for every x 6 H.Moreover,A is a non-negative con­
traction (i.e 0 <  A < I).

(iii) ||i4|| =  1 whenever /I ^  0.

(iv) iirkrii for every x £ II.

(v) N{A) =  {x  e  II : Tn -> 0}
N{I -  A) =  { s  G II : ||T’1.t || =  ||x||Vn >  1} 
= € II : ||At || =  ||.t ||}

/



(vi) T*nATn =  A for every n >  l.(so  that T is an isometry whenever A =  / )

Definition 3.3.1. An operator T G /?(//) uniformly stable if the power 
sequence [Tn} n>1 converges uniformly to the null operator(i.e ||T’"|| —> 0)

It, is strongly stable if {T n } n>1 converges strongly to the null operator (i.e 
||T".c|| —> 0 for every x G H

D efin ition  3 .3 .2 . Nagy-Foias class o f  contractions
Suppose T*nT" - »  A and V lT*n - »  A,

(i) Ct),class of contractions whose adjoint is strongly stable (i.e N (A* =  H 
and ,4* =  0)

Co.,class of strongly stable contractions

(ii) C\ ,if T is such that T " does not converge to 0 for all x G H(i.e if 
N(A) =  {( ) } ;.

C i ,ifT* is such that, T*n does not converge to 0 for all x G H (i.e if N(A,)  —

in } ; .

All combinations are possible and these leads to classes Coo, Coi, Cio, C\\,defined 

by;
T G Coo ^  A =  A* =  0 
I G Coi A = 0,N(A,  =  {()})

F G Cio ^  A* =  0, N(A =  {()})

r G C „ »  N(A) =  N (A , =  {()})

56

i



R em a rk  3 .3 .3 . If T is a strict contraction,then it is uniformly stable,and 
hence of class Cm Thus a contraction not in C0o is necessarily non-strict, (i.e 
T 6 Cm, then ||T|| =  1 ).In particular,contractions in C\. or in C.\ are non- 
strict.

T h e o re m  3 .3 .4 . [4] Nagy-Foias Longer D ecom position
LetTbcacontractiononaH ilbertspacc Hansset
M=N(l-A)nN(I  -  A,)
M is a reducing subspace for T.Moreover, the decomposition,

T =  C ©  U on II =  M  ©  M l

sucli that C :=  T\M±. is complete non-unilary contraction and U :=  T\m is 
unitary.

R em a rk  3 .3 .5 . This type of decomposition exhibits a reducing subspace for 
a contraction that is the largest reducing subspace on which it is 'unitary.
If T is an isometry (i.e A =  I),then the completely non-unilary direct sum­
mand becomes a unilateral shift.
If A is non-zero projection, then the completely non-unilary direct summand 
is the direct sum of a strongly stable contraction and a unilateral, shift.
Since an operator is a unilateral shift iff it is a completely noil-unitary isom­
etry, wc get the following corollary for theorem 3.3.\.

C o ro lla ry  3 .3 .6 . [4] won N eum ann-W old decomposition fo r  isom etries
I f  Tisanisoinctryona,Hilbert.spaceH, lhen,N(I-A,) is a reducing subspace for 
T. Moreover the decomposition.

T — S+ ®U  on. H = N(I -  At ) © N{I -  / l *)1

is such that S+ :=  T\N̂ _A^± is a unilateral shift and U := is
unitary.

RECALL:An operator T  € D(II) is pure if it has no normal direct 
summands,T is said to be completely non-normal.Since every unitary oper­
ator is normal,it follows that every completely non-normal operator is com ­
pletely non-unitary.
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Therefore to present a. von Neumann-Wold decomposition lor 2-isometi ies on 
a general Hilbert space,we show that for every 2-isomctry we can find a. pine 
2-isometry which is unitarily equivalent to a unilateral shill so that the von 
Neumann-Wold decomposition for isometries holds for 2-isometries.

D efin ition  3 .3 .7 . An operator T  G B(II) is said to be concave if

\\Th:f + \\x\f <2\\Tx\\*Vx e  H

By definition T  is a 2-isometry if,||7’2;r||2+||.T||2 =  2 ||Ta:||“ V:r € H ,therefore 
every 2-isometry is concave. Also not that il T G 13(H) is concave,the se­
quence ||Trta:||2is increasing,since it is both non-negative and concave,thus a 
concave operator is expansive,that is ||Tx|| > ||:r|| for x G / /

P r o p o s it io n  3 .3 .8 . [2]
Ld Te H(H) be a concave operator,then the. space 1I„ =  r\k>nTk(H) is a 
reducing subspace for T and the restriction to this space is unitary.

P r o o f
Define an operator L -  (T*T) lT*.Note (T*T)~l exists since T  is bounded. 

Let x G H„,substituting L‘2x for x in 
||7V2.t ||2 +  ||x||2 <  2 ||T:r||2,w e sec that 
||L2a;||2 +  |H|2 <2||La;||2
Thus L\n„ is concave and therefore expansive.Since L is a. contraction and 
the restriction L\ua is an isometry,which means T\Hn is an isometry which 

implies that //„  is invariant under T.

To show that H„ is invariant under T*,define the defect operator by D -

since T  is an isometry(i.e ||T.t || =  x for all x G / / „ ) ,we have Dx — 0 for such 
./■.Now T*Tx =  x for x G //„,and we see that 
T*x =  T*(T*Tx)
=  (T*T)Lx 
=  Lx G H0 if x  G H„

58
\



Thus H„ is invariant under 7 *•
It, follows that H„ is invariant, under T and T* and hence a reducing subspace 
for '/ ’ .Since T  is isometric on H„,the restriction T|„„ : H„ - »  Ha is unitary.
Let T £ 13(H).A  unitary operator U G £ ? ( /0  defined on a larger IIill>oit 
spa.ce K  containing H as a closed subspace is called a unitary extension oi 

T if Tx =  Ux,for all x  € / /

R em a rk  3.3.1). To present a von Neumann- Wold decomposition for 2-isometrics,let 
T G 7J(//) be a 2-isometry,consider the defect operator D = (‘T * T - I ) r> since 
T\n„ is unitary, we. have D\Iio is an isometry. Therefore from the identity of 
a 2-isometry,||DTx\\2 =  \\Dx\\2.Thus for a 2-isometry T the induced map 

■= J i(D ) -> 11(D) defined by T, : Dx -* DTx and continuity is an isom­

etry.
The von Neumann-Wold decomposition for 2-isometries,is based on the ob­
servation that if T[ is a pure 2-isometry that is H„ = { 0}. Therefore I lf =  II 
since 1\ is non-unitary, Tx\I{x is equivalent to the unilateral shift.As a re­
sult, the von Neumann-Wold decomposition for isometries holds for pure 2- 
isometri.es. It follows that. T\ can be. decomposed into Tx =  S+ ©  U H 
Ilo © Hf,U =  T\n„ and S+ =  T\„l
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Chapter 4

Operators related to 
2-isometries

In this chapter we shall look at Hilbert space operators which are related to 

two isometries and the conditions nnder which they are 2-isometiic.

4.1 quasi-isometries

D efin ition  4 .1 .1 . A bounded linear operator I on a complex Hilbeit span 
is sard t.o a partial isometry provided that ||Tx|| =  ||.t ||/o7- every x  6 N (l  ) 

and TT*T =  T (i.eT* is a generalized inverse of T)
T is quasi-isometry ifT '2T'2 =  T*T /

L em m a  4 .1 .2 . [13]
Let T be an operator with right handl'd polar decomposition T =  UP(U an 
isometry and P  a project,ion). Then T *-s a guasi-isornetry iff PU is a pm tint 
isometry with N(PU) N(U).

T h e o re m  4 .1 .3 . [13]
If T is quasi-isometry and ||T|| =  1,7’ vs hyponormal i.e T*T > TT*

GO t
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P r o o f
Suppose T  is a quasi-isometry,then
||Tx -  T*T2x || =  (Tx -  T*T2x, Tx -  T*T2.x)

=  \\Tx\\2 +  \\T*T2x\\2 -  2Re (x,T*2T2x)

-  ||T:c||2 +  ||T*T2x||2 -  2 ||r*||2 =  0(sinee ||T|| =  1)

Thus T* -  T*2T
Hence T* =  T*2T,since P2 < / , we find U*P2U < IJ'U >  UU* >  UP2U\l\lis 

leads to PU*T*TUP > P{T*T)P

since P 2(T*T) = (T*T) by lemma 3.4-2,P  commutes with TT*Therefore 

we have
T*T =  T*2T2 > P(T*T)P =  P2(TT*) = TT*,thus T  is hypornormal. 

C o ro lla ry  4 .1 .4 . [13]
I fT  is a quasi-isometry and quasi-nilpotent.,then Tn =  0 (i.e T is nilpotent).

Noto:T is said to be quasi-nilpotent if o(T) — {()}
P r o o f
Suppose T  is quasi-isometry and quasi-nilpotent the r(T) =  0,since ||T"l || <  1 
for some positive integer n,since T" is a quasi-isom etry,||T” || =  l.B y  theorem 
4.1.3 Tn is hyponormal ||T"|| =  r(Tn) =  o => Tn =  0

R em a rk  4 .1 .5 . From the results obtained we observe that,an operator T with 
polar decomposition T  =  UP
(i) If a quasi-isometry T is quasi-nilpotent,then it becomes a 2-isometry.
(ii) If PU is a partial isometry with N(PU ) — N(U) and o(PU)  =  {0 },then 
PU is a 2-isometry.
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4.2 Composition Operator

D efin ition  4 .2 .1 . Let ( X , £ , A )  be a sigma finite measure spare and lei 
T  : X  -> X  be a non-singular measurable transformation. The equation 
CTf  =  f  o T  , /  G L2(A) defines a transformation on L2(A) railed the

composition operator.

N ote:E very essentially bounded complex valued measurable function f„ 
induces a bounded operator M fa on L~ which is defined by M f n( f )  =  f „ f  
for every /  G L2(A).Further C fC r — fo all(l O ' O ’ ~  fo-

T h e o re m  4 .2 .2 . [14]
A composition operator Ct on L~(A) is a quasi-isomctiy ijj f n f 0.

P r o o f
Suppose Ct is quasi-isometry,

o  C'fiCf =  C\.CT

&  ((C'rCf -  C.j.CT)f, f )  =  0 for every /  €  L2(A)

IE(rt -  fo) l / l 2 dx -  0 for every E G £

fo =  fo aC 
E x a m p le
bH X  -  N,the set o f all natural numbers and A be the counting measure on 

it.Define T  : N —> N as 
T(n) =  n if n is even.
T(n) =  7i-|-l if n is odd.
Since / 2 =  f„ a.e for every n,Cr is a quasi-isometry.
Recall: A bounded linear operator is a m-isometry if,

£ ’”( - 1  )km C kT * l'n- V r n- k =  0

T h e o re m  4 .2 .3 . [14]
The composition operator Ct on L2{ A) is m-isometry ijj

E H - i  )km ckf r k =  o
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I’ lOOf
Suppose Ct is m-isometry

Ylk ( - 1 )krnCkC'Jm~k)C '"-k = 0

( (E fc * ( -1  )kmCkCr(m- k)cr k) f j )  =  Ofor every /  e  L2(A)

^  j E( Z ( - l )k™Ckfon~k)\f\2(lx = () for every E G x :

<=> =  0 a-e 

C o ro lla ry  4 .2 .4 . [14]
The com position  operator Ct on L2(X) is called 2 -iso m etry  iff f 2 —2 f 0+ 1 =  0.

E x a m p le  4 .2 .5 . Let X  =  N,«nri A be the counting measure on it.
Define T  : N —» N
as T( 1) =  1, T(2) =  1 and T(n) =  n -  1 for all n >  3
since f 2 — 2f „  4-1=0 a.e fo r  every n ,C r  is 2-isornet.ry hut. not an isom etry.

4.3 A -2 isometric operators

D efin ition  4 .3 .1 . [11] Let.Ae 13(H) be positive,A ^  (), an operator T € 13(H) 
is said to an A-contraction or an A-isometry if it satisfies the inequality;

T* AT <  /I

If T  and T* are Al-isometries,we say that T  is an /1-unitary operator.

E x a m p le  4 .3 .2 . (i) Recall.T is a quasi-isometry if T*2T2 = T*T, therefore 
a quasi-isometry is a T'T-isometry.
(ii) A 2-isornet.ry can be written as
T*(T*T -  I)T = T*T -  I
=>A 2-isometry T is a (T*T -  I)-isometry.

D efin ition  4 .3 .3 . T is a pure A-contraction on H i f T  is an A-contraction 
and there exists no non-zero reducing subspace, for A and T in which T  is an 
A-isometry.
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Note that any positive operator A G B(H)  defines a positive semi-definite 
sesqnilinear form:

Simple computation shows that if A =  I an /1-2-isometry becomes a 2- 
isomctry.

4.4 Operators of class Q

D efin ition  4 .4 .1 . An operator T is of class Q if 
0 < Q  = T*2T2 -  2 T*T +  /
Equivalently T G Q if ||T.x||2 <  A (||T2.r|| +  ||a;||2) for every x  G H.

L em m a 4 .4 .2 . [G]

For any real A and any operator T G B(H ),

RecalLAn operator T  € B(Il)  is paranormal if ||T3;||2 <  ||T2;/-|| ||.r|| for 
every x G H

T h e o re m  4 .4 .3 . [G]

An operator T is paranormal iffT*2T2 -  2AT*T+ \2 >  0 holds for all A > 0.

R em a rk  4 .4 .4 . Prop f . f .3  implies that every opera,tor of class Q is para­
normal. Also note that., taking A =  1 and if equality hold,we observe that T 
becomes a 2-isometry, thus we have the inclusion;
2-isometries C class Q C Paranormal.

( , )A : Hr It -  C 

(x, y)A -  (Ax, y) for all x,y  G II

Therefore, if T is an A-2-isometry then it satisfies;

A||7’2.r|| ||x|| <  | \\T2f  +  A2 IMI2
and in particular if A =  1



4.5 (m,p)-Isometries

An operator T  G 13(H) is called an (mjaJ-Isoinetry if there exists an in G 
N in >  1 and a p G [l,oo] such that;

R em a rk  4 .5 .1 . Note that all basic properties of in-isometries on a Hilbert 
space carry over (in, p) -Isometries on Banach spaces.

P r o p o s it io n  4 .5 .2 . If T is an invertible (in, p)-Isometry and m is even,T 
is an (m -  1 ,p)-Isometry.

The result follows from Agler et.n.1 [1], (proposition 1.23).

D e fin ition  4 .5 .3 . An operator T G B(H ) is called (m,oo)-Isometry iff

Note that this definition does not imply every (in, p)-Isometry is an 

(in, oo)-Isometry.

P ro p o s it io n  4 .5 .4 . [15]
If we have for T  G B(H) that ||Tm|| and ||Tma:|| >  ||Tfcx|| ,
/,: =  0, ...,m  — 2,for all x G II This condition is also necessary if in =  2

P r o o f
The first part follows from the definition of a (m, oo)-Isometry.
Let T  he a (2 ,p)-Isometry.By definition \\Tx\\ =  max {||7’2a:|| , ||a:||} for all 
x G II.
Hence ||Ta;|| >  ||T2.r|| and ||Tx|| >  ||x||.
Furthermore,the defining equation holds for a: G Il(T),thus ||7’2a:|| =  m ax {||T'j.t:|| , ||Ta:|| ] 
and therefore ||T2x|| >  ||Ta:||.So we have equality which proves the state­
ments.

C o ro lla ry  4 .5 .5 . [15]
/ / T g 13(H) is an (in,p)-Isometry and (2, o o (-Isometry then it is an isome­
try.

1118>X̂j—o,.. — max/c-o,...?iifc„,w\\Tkx\\ for all x G II
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R em a rk  4.5.G. Since every isometry is a 2-isometry corollary Jt.5.G gives a 
necessary condition under which an (m,p)-Isometry becomes a 2-isometry.

4.6 Conclusion

The study o f spectral properties of 2-isometries and related operators on a 
Hilbert gave basic results on the ’’ structure” of a 2-isomet.ry.Since this class 
o f operators has not be studied extensively,we would like to suggest possible 
areas that can be investigated in future.

( I )  B erg m a n  Shift o p e ra to rs  th at are m -isom etries

D e fin it ion  4 .6 .1 . A Bergman space Av is a function space consisting of 
functions that are analytic on P  and satisfy;
J0 \f(z)\p <  oo for a non-zero positive integer p.

We would like study conditions under which Bergman shift operators 
make contact with m  — isometries and consider the case when m =  2.

( I I )  S iin ilarity  and Q u asi-sim ila rity  o f  2 -isom etries.

It has been shown that every cyclic analytic 2-isometry can be represented 
as a multiplication by z on a Dirichlet-type space /J(//.)(// denotes the 'finite 
Borel measure).This representation theorem can be used to investigate sim­
ilarity and Quasi-similarity of 2-isometries.

( I I I )  H y p o n o rm a lity  and  S u b n orm a lity  p ro p e rt ie s  o f  2 -isom etries .

YVe would like to investigate the relationship between a m-isometries and 
?u-hyponormal operators.Also establish a relationship between a 2-isometry 
and subnormal operators(an operator that has a normal extension) this will 
establish a condition for a normal 2-isometry.

/
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