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Abstract

There are many distributions for modeling lifetime data, among the known parametric
models, the most popular is Gamma, Beta, Poisson and Lindley. Lindley distribution is a
way to describe the lifetime of a process.

The exponential distribution is a close form of the Lindley distribution.Due to the pop-
ularity of the exponential distribution in statistics and many applied areas, the Lindley
distribution has been overlooked in the literature.

In this project we aim to construct the Lindley distribution using various number of param-
eters,then examine its properties namely moments,failure rate function and mean residual
life function.

The Poisson-Lindley mixture is examined in depth,both construction,properties and es-
timation of the distribution. Estimation of properties is determined using the method
of moments, maximum likelihood method and the expectation maximization algorithm
method .The methods are applied on various data sets and the results compared.
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1.1

INTRODUCTION

Background Information

The Lindley distribution was first introduced by D.V.Lindley(1958) during the study of the
conditions necessary to convert a fiducial distribution into a Bayes’ distribution.

The Lindley distribution in particular have found a wide range of applications in mathe-
matical modelling in many real life situations banking industry(Ghitany,2009),computer
simulations(S.Nadarajah,2008)and epidemiology(Mishra and Shanker,2015).

The distribution can be constructed from a generalized four parameter distribution which
is then modified to derive other distribution namely one parameter(Lindley, 1958), two
parameter distribution(Zakerzadeh and Dollati, 2010 among others ) and three paratemer
distribution(Bhati et al,2015).

In this work construction and estimation of the Lindley-Poisson mixture is greatly consid-
ered.This study is divided into several chapters.The rest of this chapter gives the notations
and terminologies used in this paper, describes research problem, highlights the objectives
and examines related work done so far.

Chapter two examines the construction and moments of a generalized four parameter
Lindley distribution.At the same,special cases of the distribution are derived and their
properties studied.

Chapter three introduces the Poisson-Lindley mixture.The one parameter Possion-Lindley
distribution is constructed,estimated using various methods and results compared.

Chapter four describes the various forms of a two parameter Poisson-Lindley distribu-
tion, taking into consideration the construction and estimation.



1.2

1.3

Chapter fives deals with the forms of a three parameter Poisson-Lindley distribution,
examining the moments, estimation and application.

Chapter six concludes the study and gives future recommendations.

Definitions, Notations and Terminologies

Let f(z) be a function of a random variable Z.For a continuous random variable Z the
probability distribution function is

f(z)>0 and/f(z) d(z)=1 (1.2.1)

While for a discrete random variable the probability mass function is

f(z) >0 and i flz)=1 (1.2.2)

7=—00
The probability distribution function of the Possion distribution is

e A

flz)= 2 ,2=0,1,2,..A>0 (1.2.3)

For any Poisson mixture ,the probability distribution function is

A1z
flz) = / ¢ Z!A 2(A) dA (12.4)
0

Where g(A) are the various forms of the Lindley distributions.

Research problem

Sarguta(2017) constructed mixed Poisson distribution which are expressed in explicit
forms, in terms of modified Bessel functions of third kind and confluent hyper geometric
function,recursively form and in expectation forms.

She did not however consider the estimation problem.This paper reconstructs the Poisson
-Lindley mixture, then estimates it.
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1.5

Objectives

The main objective of this study is to examine various estimation methods of the four
parameter generalized Lindley distribution and its special cases.
Specific objectives include

1. To construct the four parameter generalized Lindley distribution and derive the special
cases.

2. To obtain the moments of the special cases
3. To construct the various distributions of the Poisson-Lindley mixture

4. To estimate Poisson -Lindley mixture distributions by MOM method then introduce
other methods.

5. To compare the different estimation methods.

Methodology

Methods used in construction of the four parameter generalized distribution and the
Poisson-Lindley mixture include direct integration and substitution.

Estimation methods are:

Method of Moments

For a random sample of variable x, equate the first sample moment about the origin
1 ¢ _

M) =— ZXi =X to the first population moments E(X).
iz

1 & _

Then equate the second sample moment about the mean M, = — ) (X; —X)? toE(X —
ni=1

).

From these equations solve for the parameter.
There are two ways of calculating the moments,namely:
Conditional method:

It is applicable when the sample is incomplete,thus difficult to calculate the sample
moments.



Consider Z = (z1,z2..zn) to independent and identically distributed random variables and
my(Z) to be the sample moments,if Y is the observed sample and a;(6,Y) the conditional
expectation of my(Z) given the observed Y;

ax(0,Y) = E[m(Z]Y)]

ar(0,Y) is the k-th non central conditional sample moments.If the sample is incomplete,
it becomes the optimal estimation for my(Z) under MSE error minimization criteria.

Direct method:

Applicable when the sample size is complete.lt involves evaluating the experimental
moments to the real moments.

Maximum Likelihood Method

The method involves calculating the likelihood of the distribution pdf
n
L=T]f(x)
i=1

If L is differentiable, the derivative test to determine the maxima is applied hence solving
the parameter value.

The MLE estimator should be consistent(the sequence converges to the value being
estimated) and efficient (achieves the Cramer-Rao lower bound when the sample size
tends to infinity)

Expectation Maximization Method

The algorithm was derived by Dempster et al(1977) as a way to calculate the MLE for data
containing missing values.
There are two main applications of the algorithm.

« Data missing due to problems with or limitations of the observation process.

+  When optimizing the likelihood function is analytically intractable but the function
can be simplified by assuming the existence of and values for additional but missing
parameter.

The EM algorithm consists of two steps: For a Poisson mixture formulation with no
covariates, the missing data is the realization of 6; of the unobserved mixing parameter
for each point z;



1. E-Step : Involves calculating the conditional expectation of some functions of the
parameter in order to maximize the likelihood of the complete model which reduces

to maximization of the mixing distribution density.

For mixtures from the exponential family the conditional expectations coincide with
the sufficient statistics. If the mixture contains covariate;calculation of the posterior

expectation of the sufficient statistics is done.

2. M-step: Maximizes the complete data likelihood and updates the parameters using
the conditional expectations obtained in E-step in order to fit a GLM of the simple

underlying distribution.

1.6  Applications of Lindley distribution
The Lindley distribution has been applied in several areas such as:

1. Biological sciences:
Shanker and Fesshaye(2015)used the Poisson -Lindley distribution to analyse the
relationship between organisms and their environment in an ecology study.

2. Acturial sciences:
Sankaran(1970)applied the Poisson-Lindley distribution to errors and accidents while
Ghitany (2009) applied the same distribution to determine the service rate(how long a
customer waits on queue) at the bank.
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LITERATURE REVIEW

Lindley distribution

The distribution was derived during the study of fiducial distributions and Bayes’ theorem
in 1957 by D.V.Lindley.

Let x be one-dimensional random variable whose distribution depends on a single param-
eter 0. The study aimed to find :

1. The necessary and sufficient condition for 6, given x, to be a Bayes’ distribution(
existence of transformations of x to i, and of 0 to 7, such that 7 is a location parameter
for u.

2. If, for random sized sample from the distribution for x, there exists a single sufficient
statistic for 0 then the fiducial argument is inconsistent unless condition 1 obtains:
and when it does, the fiducial argument is equivalent to a Bayesian argument with
uniform prior distribution for 7.

If F(x|0) is the distribution of x for values of a real parameter 6 in one dimensional sets,
then the fiducial distribution for is given by

0.(6) = ~ 2 F(x(6)
£x(6) = ~ 2 F(x10)

Imposing both upper and lower limits on the above equation help to derive the Bayesian
argument through prior and posterior distribution of 6 which proves that it’s a both
sufficient and necessary condition.

limg_,yF(x|0) =0 limg_, F(x|0) =1

For the consistency condition of the fiducial distribution, consider to sufficient statistics x
and y for 6 which are independent.

If wyy(0) is Bayes’ posterior distribution for 6 using Bayes’ theorem for y with prior
distribution ¢(0) and ¢, ,(0) is the fiducial distribution for 8 given x and y with no prior
knowledge of 0 ,then the aim is to proof that:

(Px,y(e) = ll’x,y(e)



The results prove that the fiducial argument is consistent if, and only if, it is equivalent to
a Bayesian argument under condition 1 with uniform prior distribution for the location
parameter.

In one dimensional sets

2

8+1(x+1)e_9x;x>0,9>0

fx(e) =

which is the Lindley one parameter distribution.
Various studies by different people namely M.Ghitany and S.Nadarajah(2007) among
others have explored, the properties of this distribution as discussed in this work.

Two parameter Lindley distribution
In this work,the distribution is divided into three namely,Type Ltype Il and type IlI.
Type |
The distribution was introduced by Zakerzadeh and Dolati(2009) when they generalized
the Lindley distribution properties in order to provide more flexibility which allows analysis

of different lifetime data.

The distribution includes special cases the ordinary exponential and gamma distributions.

g(A) ~ Gamma (o, 0) and g(A) ~ Gamma (0t +1,0)

o+1 1
O L (a+a)e0hpot

g(it):erMH

The derivation and properties such as the cdf, moments and survival functions of this
distribution have discussed in this work.

Type ll

R.Shanker and A.Mishra(2013) discovered the distribution.It comprises of two parameter
o and 6 and a special case of exponential distribution.

2

flx,0,0) = (a+x)e % :x>0,0,aa>0

o6 +1
The equation reduces to Lindley one parameter distribution whenot =1 and at o« =0 it
reduces to a gamma distribution with parameters (2, 0).

The derivation and properties such as the cdf, moments and survival functions of this
distribution have discussed in this work.



Type 11

Following Shanker’s work,D.Bhati et al (2015) introduced another two parameter Lindley
distribution during the study of a new generalized Poisson-Lindley distribution.

92

fx,0,0) =

a+9(ocx+1)e’9";x>0,9,a >0

The derivation and properties such as the cdf, moments and survival functions of this
distribution have discussed in this work.

Three parameter Lindley distribution

Part of Zakerzadeh and Dolati work (2009) includes a three parameter distribution(a, 0, B).For
a random variable x,

9a+1 xotfl

flx,0,B,6) = B_I_em(a—f—ﬁx)e_ex

R.Shanker et al(2017) introduced another three parameter Lindley distribution

92 —0x
flx,o,B,0) = 6 1 p (a+PBx)e

The derivation and properties such as the cdf, moments and survival functions of this
distribution have discussed in this work.



Four parameter Lindley distribution

Consider
g(A) ~ Gamma (o, 0) and g(A) ~ Gamma (0t +1,0)

and

_Bo 8
P1=8e15 7 "~ Bo+ts

where g(A) = p1g1(A) + p2g2(A)

=21 gy sayetraa!
S T Tar1po+o ¢

OOH-I 1
fx,00,8,6,0) = (af + 6A)e 042 %!

" Toa+1B6+6
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3.1

3.2

GENERALIZED FOUR PARAMETER LINDLEY
DISTRIBUTION AND ITS SPECIAL CASES

Introduction

In this chapter a generalized four parameter Lindley (G4L) distribution is constructed
using a finite mixture of two gamma distributions.

The rth moment in general is derived and in particular ,the mean and variance have been
obtained.

Special cases of the G4L distribution have been deduced and their properties derived.

An extension to a generalized five parameter Lindley (G5L) distribution has been suggested.

Construction and moments of G4L distribution

Define a finite mixture by

8(A) = p181(4) + p2g2(A) (1)
where
p1>0,p2>0and p1+p2=1 @
Let
g1(A) ~ Gamma (@, 0)
o
g1(A) = ﬁ—ae_e’lla_l ;00>0,0 >0,4>0g(A) ~Gamma (a+1,0) 3)
0%t as (i)t
gz(l):me A ,(X>0,9>0,l>0 4)
Suppose
po 0

P1:B8+5 ipzzm (5)
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Then

B8 8% g a § 6% g4
“Bo+ora’ BO+oTatl’
_ got! ﬁe—ex a—1+ 6ot! 6 e—ex o
- BO+dTa BO+S8To+1
_ 6! O‘ﬁ e—ex oc—l_|_ got! 6 e—ella
Ta+1B6+6 Ta+1B6+6
OOHI 1 049 a—1
= OA)e A4
Tar1pa+o *PToMe
for A >0;0,7,6,0 >0

g(A)

which is a G4L pdf.

The 7" moment is

o . 005+1 1

™ = -0 a—1
E(A)_/O Fo T Bo s @B M A an

6t 1 * o atr—1,-62 (@ 1)—1 ,—04 4 ]
_Fa+1ﬁe+5[aﬁ/oz ¢ dl+5/ol e ap
G aﬁrr+a+6rr+a+1‘
- TFo+1B6+68 ort+a orta+l |
oeert aferr+a S(r+a)lr+a
- Fo+1B6+68 or+a+l ort+a+l
6%t 1 TIr+a
:Fa+1ﬁ9+59”ﬂ+daﬁ9+5w+a”
I'r+o
~Tari(petoyer @POFor+oa
Whenr=1
of6+6+da
EA) =
() (B6+06)6
When r=2
l'o+2 [af6+0+da
E(A*) =
(A7) Fa—l—l[ (BO+6)6? ]
(a+1)(aBO+20+da)

(BO+5)02

(6)
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3.3

VarA = E(A?) — [E(A)]?

(a+1)(aB6+25+8a) (afO+8+da)?

(BO+0)6? (B6+6)%62
(a4 1)(BO+8)(afO+28+6a)— (af6+6+8a)?
B (B6+6)262

Special cases of the G4L distribution and their properties

3.3.1 Lindley distribution

Let
Then
g1(A) ~ Gamma(1,0) = exp(0)
g2(A) ~ Gamma(2,0)
6 1
Pr=9 1 P27 911
Where
6 oA
= 1 - M
g() 9+1(7L+ e 7t A >0,0 >0 (7)

As obtained by Lindley(1958) hence the name Lindley one parameter distribution.

Proposition 3.3.1

The cdf of the Lindley distribution is given by

e (1+06+061)

Gy =1- 6+1

The survival function is

e 2 (1+06+01)
6+1

1-G(A) =
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The hazard function is

62(1+ 1)
h(A) =
(4) 1+6+06A4
Proof:
2
() = [ g
A 92
- t+1)e %ar
0 1+9( t1)e
92 A A T
= /e“”dt+/ te”dr
1406 |Jo 0 |
92 1 _e—el le—el 6—0/1 1 1
t6| 6 & o e
1 —02 —0A  —OA | 1]
—9+4[90 e Oh)—pRe Ot — e 0t 41|
:L[(e+1)—(1+e+e/x)e—“'
0+1 |
_1_e*M1+9+91)
N 0+1
Thus
The Survival function is
—0A
e M1+6+061)
1-G(A)=1—|1-—
e[t
e (1+0+062)
N 0+1
The Hazard function is
g(A)
h(d) = —=~+—
(4) 1-G(A)
_6%(1+2)

1460+ 6A
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Proposition 3.3.2

The " moments of a Lindley one parameter distribution is

r!

EN)=———(6 1
(A7) er(9+1)( +r+l)
When r=1
0+2
(A)_9(9+1)
When r=2
2(6+3)
E(A%) =
(A%) 0%2(6+1)
When r=3
6(60+4)
E(A) =
(A% 03(60+1)
When r=4
24(0+5)
E(AY) =
(A%) 04(6+1)
Proof:
E(AN) = A"
W= M

2 (o] o0
_ 8 [/ /ve—@’tdu/ M“e—“cm]
0 0

0+1

(A+1)e ?* an

02 [Ir+1
_9_|_1 or+1
02 I'r+1

“o41 02 |
|

- _(B+4r+1)

07 (6+1)

0+r+1]
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Replace r with values 1,2,3,4 in order to get the above equations

Proposition 3.3.3
The " central moments of the Lindley distribution are:

m2(A) = E[A—E(A))
_ 6%46+2
- 02(0+1)2

u3(A) = E[A-E(A)P
_56°+306%2+420+16
B 03(6+1)3

ua(A) = E[A—E(A)]*
236 +1846° +4086% +3526 + 104
B 046 +1)4

Proof:

o = E(A%) = (E(A))?
_2(6+3) (0+2)?
T 02(6+1) 02(6+1)?2
(04+1)(20+3)— (6 +2)(0+2)
62(6+1)2
67 +46+2
- 0%2(6+1)2
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s = E(A’) = (E(A))

6(6+4) (0+2)3
T 030+1) 63(6+1)
(0+1)%(660 +24) — (6 +2)°

63(6+1)3
603 +360% +5460 +24 — 6% — 667 — 126 — 8
B 03(6+1)

~56°+300%2+420+ 16

3

03(0+1)°

W = E(AY) - (E(A))*
24(0+5)  (6+2)*
o 6+1) 6fe+1)
(0+1)%(246 +120) — (0 +2)*
04(6 +1)*
230% 4+ 18403 +4086% +35260 + 104
- 040+ 1)

Proposition 3.3.4

The mode of Lindley one parameter distribution is

1-6

Aze

for0< 0 <1
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Proof:
d
ﬁg(M—O
d [ 6° "y
d —oA _
= d?L(H/l)e =0
—0(14+A)e %% 4794 =90
—0(1+A)+1=0
0(14+1)=1

1_
0+01=1= A:TG;O,9<1

Proposition 3.3.5

The mean residual lifetime is defined as
prob(X >z)=1—prob(x<z)=1—F(z)
Implying

1 —F(z) = prob(x > z)

~ [ rtax

e
1_/Z 1—F(z)dx

The mean is given by

e [

dx
which is the expected additional lifetime given that a component has survived until time
z

Using integration by parts;
*1—F(x)

m(z) = L TTFQ
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For Lindley distribution;

=1—F(A)
z 1_F()
[~ (140401 %
/ (1+6+6z)e b=
_ 2+6+62
0(1+6+6z)

m(z) = dA

3.3.2 Type |l generalized two parameter Lindley Distribution

Let
B=6=1a>0and 6 >0

Then

g1(A) ~ Gamma (@, 0)
G(X

g1(A) = ﬁe_“/la‘l :a>0,0>01>0
g2(A) ~ Gamma (a0 +1,0)
9o+l
gz(l) = meiell(a+l)il 00> 0, 0> O,A, >0
Pr=r 1P~ 91
g(A) = p1g1(A) + pag2(A)
6 6% o0 a1 e e~ 02y (at1)—1
9+1Fa 0+1Ta+1
0 1 e 0 1
0+1Ta 0+1Ta+1
906—0—1 1
~TaiioT1 (@+A)e A% ford >0,0,6 >0

as obtained by Zakerzadeh and Dolati(2010).This is a type 1 two parameter Lindley

distribution.



Proposition 3.3.5

The cdf of the distribution is given by

A 9a+1 1 Or,.a—1
= — ——(a+t)e Tt?* N dre
) Tarior1 @tie

eoc-i-l 1 A
T Ta+16+1J

9a+] 1 A 0t .a—1 A ot |
_ o [ etreig /tdt
Foc+19+1[/oe Tl

et 1 [aTa  Ae® 0% 1]
Toa+16+1

g T g "oz T2
et 1 [6%ala

— — 0 —6A _ —06A 1
Fa+19+1{ o ¢ Te T
6%t 1 [eTa+1

Toa+16+1 o«

et 1 ala

- _Gheh —e 0% 1)

Ta+16+1 ea< ¢ me T
0

=57 (1—(97L+1)e_%)

(a+1)e % Lar

(0+1)e % +1

The survival function can only be given in terms of an incomplete gamma function.

The hazard function (1) = l;g(G)L()l) can not be expressed in closed form.

Proposition 3.3.6

The rth moments of the distribution is given by

o+r |a@+r+o
0To+1 0+1
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Proof:

E(A") /m/v O 1 Ay e a4

= — e
0 T'ao+16-+1
Ot+1 1 oo

:Ifix+10—+1 [ (a+2)e 2 an

_ . {a/we_e’lla_“”dl+/we_“l°‘+rdl}
0 0

6%t 1 Talfa+r Tr+a+1

- Tau+16-+1 [ gr+o orta+l
B e%tl | Ta+r r+a
" Ta+16+1 or+o (

0*+1To+r <a9+r+a>

T 9rtati T+ 1 0+1
B T'oa+r o +r+ o
0+1

- 0Ta+1

when r=1

IFo+1 (a6+1+a> _ab+1+a

E(A) =
N =gra+1\ "ot 6(6+1)

when r=2

E(A%) =

I'o+2 fa0+2+
0’Ta+ 0+1

when r=3
E(A%) =

lr‘e+3 fab+3+a
63T o+ 6+1
Proposition 3.3.7

The rth central moments of the two parameter Lindley distribution are

w2 =E(A%) — (E(A))?
_ af?+2a6+260+2a+1
B 02(6+1)2

Proof:

o = E(A%) = (E(A))?
Fo+2 <a9+2+a) B (a9+1+a>2

T 0a+1\ 6+1 62+6
(a+1)(ab+2+a) (ab+1+a)(ab+1+a)
- 02(6+1) - (6(6+1))2
_ab?+200+20+2a+1

62(6+1)>
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3.3.3 Type Il generalized two parameter Lindley Distribution

Let
0=B=1andoc>0,0 >0
f(A,0,a)=pfi(A)+(1—-p)fa(A)
Where
o _n.—6A 24 02
p 9(X—|—1 f]( )—96 fz(l)—e /’Le
o -y ab 290 —OA
f(A,0,0) oy 19 +<1 oy 1)6/1
. (047) -y o0 +1 [047) 2 -y
_9a+19 ( a6 +1 )9’1
o af -y 24 02
T Ba+1 w6110
__& e (a+2)
Cab+1

As obtained by R.Shanker and A.Mishra(2013)

Proposition 3.3.8

The mode of the distribution is given by

1—ab
mode:{ Ga , |06 <0}

Proof

2

(1—af—16)e %

1—ab
6

fql)::a9+1

= f/(A) =0 when A=

For |8] < 1,4 = 1*90‘9 which is a unique critical point at which f(4) is maximum.

For @ > 1, /(A1) > 0 thus f(A) decreases in A
Proposition 3.3.9
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The cumulative distribution function is given by

oc9+6)ﬂt+1)e(M

GM)Zl_( o6 +1

Proof

—61
—/ oc9—|—1 (a+t)e "dt

(a +1)e dr

a9+1

92
- oc/ee’dtJr/te‘”dt
a6 +1

62 ol —e %) n Le 02 B e 94 N 1
o0 +1 0 0 62 62
_1_ 069+97L+1 e_el
N o0 +1
Proposition 3.3.10
E(Ar)://v (o 2)e OkaA
A (o4 2)e %%an
ocG +1 / (atA)e
92
_ a/z’e—“d/u/ﬂ“e—“dz
ob+1

0% Jar+1 Tr+2]
T o+ 1 [ or+1 + or+2 ]
_TIr+1[ab+1+r]
e [ ab+1

3.3.4 Type |l generalized three parameter Lindley Distribution

Let
60=1B8>0,0a>0and 6 >0
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Then

g1(A) ~ Gamma (o, 0)
G(X

gi(M)=——e 2% 100> 0,6 >0,1>0

QOH-]

g(1) =

Toa+1

l'a
g2(A) ~ Gamma (a+1,0)

e @)1 050,606 >0,1>0

This implies that eqn 5 will result into

P1=

1

d py =
and p» BO+1

Bo+1

g(A) =pig1+ g

BO 6% 61y G 025 (at1)-1

T Bo+1Ta’

BO+1Ta+1

_ 9a+1_li_—91 a1 go+l 1 efex
B6+1Ta BO+1Ta+1

eoH-l

B6+1Fa+1
g(A)

9a+1 1
BO+1Tar1°

(af+2)e 021

af QP eaja-tl —61

QOH-] 1
- BO+1Ta+1

which is the pdf for type 1 G3L.

Proposition 3.3.11
The rth moments is given by

o+l
_}/ (aB+21)e 429 1da

6a+1 1
- BO+1Ta+1

T BO+1Ta+1

ﬁ9+1ra+1
906+1 1
BO+1To+1

{aﬁ/eella1+rdl+/661/’vx+rd}t

0%t 1 JaBloa+r Ta+r+1]

{ 0% +r  0%+r41]
~Ta+r1
T po+16r

[(Otﬁ —|—7L)€_9;L)La_l+rdl-

(o6 +r+ ol
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When r=1
I'oo+1
E(A) = m(aﬁ9+l+a)
When r=2
E(A2) = %(aﬁeqtﬂa)

3.3.5 Type Il generalized three parameter Lindley Distribution

Let
B=16>0,06>0and 6 >0

Then

g1(A) ~ Gamma (@, 0)

905
gﬂkyzfaaﬁlkw*;a>0¢%>mz:>o
22(A) ~ Gamma (a+1,0)

go+l
gz()ﬂ/) = méiel/l(a+l)il ;o0 >0,0 > O,/l >0

This implies that eqn 5 will result into

J 0
= an =—
R R I
g(A) = pig1+p2g2
_ 0 0% pija1, 9 0 o, (ati)—1
0+ola 0+6Ta+1
_ 6! e—@/l o—1 + 5**! e—(—)/l;La
(6+06)'a (6+6)Fa+1
6! —04 4 a—1
S = oz grasrt @t oM A
which is the pdf for type Il G3L.
Proposition 3.3.12
The rth moment of the distribution is given by
r
E(A) = 1" (atr+a)

(6+8)0Ta+1
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Proof

When r=1

When r=2

E(A) = / A7 g(2)dA

6a+1
_/ @rorarletore 6 pa-1g
a+l
___lz______ a—kSl Olla 1+rdl
(0+0)Ta+1
9a+1
:m [a/eella1+rdl+5/eella+rdll
B potl ola+r O&Ta+r+1
- (9+5)Fa+1 gotr go+r+l
= Lovr (6a+r+o)
~(6+0)0Ta+1 '
ox+1+a
EMN =510
E(Az) _ (a+1)(0a+2+ )

62(6+6)
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4.1

4.2

POISSON MIXTURES:A CASE OF POISSON
LINDLEY DISTRIBUTION

Introduction

Here we will formulate the problem of Poisson mixtures in general and apply it to one
parameter Poisson Lindley distribution. We shall specifically construct the Poisson Lindley
distribution, analyses some of its properties and then find its estimation through methods
of MOM,MLE and EM algorithm.

Formulation of the mathematical problem

The pdf of Poisson distribution with A as a parameter is given by

—k)’z
fE) == z=012.

The marginal distribution of the mixture is

o ,—A 9z
f@= [ e ®

z!

L= (4)
— [y 200 an
Z!/O J; i s()

!
2! =

— l i (_j—l!)]/()wlz-ig(l) d

_ Ly D prpey ©)

zZ! =0 J!

From equation 9, A can be any distribution e.g beta,pearson or shifted gamma.ln this
paper ,we are considering Lindley distribution.
The mixing distribution g(A) is a continuous distribution, thus f(z) is a continuous Poisson

mixture.
For random variable z with parameter 4;

E(Z)=var(Z)=A
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When A = A is varying then

4.2.1 Properties of a Poisson mixture
There are two methods on how to obtain moments, the direct method and the conditional

method.In this paper,we consider the direct method:
The rth raw moments are given by

E(Z") = EE(Z'|A)

Ae TN
=E|e ™
Proposition 4.2.1
The respective moments are:
« First moment
E(Z)=E(A)

e Second moment
E(Z*) =E(A*)+E(A)

o Third moment
E(Z’)=E(N)+3E(A*)+E(A)

Proof: The first moment is given by

E(Z) = EE(Z|A) = E(A)
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The second moment is given by

E(Z*)=E |e™

The third moment is

E(Z>)=E e_A

=2

:E[_A3+3A2+A]

:E;—A(Zw+
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4.3

Proposition 4.2.2
The central moments of a Poisson mixture are

e Variance
U =var(A)+E(A)

e Third moment is
U3 = E(A—E(A))’ +3var(A) + E(A)

Proof:
Variance
U =Var(Z)
=Var[E(Z|A)]+E [Var(Z|A)]
=Var(A)+E(A)

The third central moment is

(Z*)—3E(ZHE@Z)+2 [E@2))
(A +3E(A)+E(A) —3E(A)E(A) =3 [E(A))P+[E(N)]?
(A—E(A))? +3var(A) + E(A)

Proposition 4.2.3
The pgf of the mixture is given by

G(s) = /O T AN g(A)d

The RHS of this equation is M(s — 1), the moment generating function of the mixing
distribution evaluated at s — 1 This implies that the pgf of the mixture uniquely determines
the mixing distribution through its moment generating function.

Poisson Lindley distribution
4.3.1 Construction

Proposition 4.3.1
For one parameter distribution, the pdf is

_ 0%(z+2+6)

fz) = (+0)3 (10)
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Proof:
From the Lindley distribution

62 oA
88) = ;g (142)e 250,68 >0

w0 p=A) 2
Q= [ e ar

z!

fllz 92 _oa
_/ C g M a

0 AT e A
_1+6()[z!e T (1re)]a
_ 0%(z+2+6)

T (1163

As obtained by Sankaran(1970)

4.3.2 Properties

Proposition 4.3.2

1. The rth moments is

Proof:

E(Z) = /0 7 f(z.0)dz
02 [e%S)
116/

92 [} (o)
_ |:/ Zre—ez dZ+/ Zr-i—le—ﬂz dz]
1+6 |Jo 0

62 FHJ n+ﬂ

%2(1+2)dz

- 1+06 or+1 or+2
_ri(r+1+86)
T 67(6+1)
N E) 2+40+6%  2+0
Uy = ————— and U = Var =

96+ 1) 6+1)2 T 80+1)

(11
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2. The pgfis
G(s):/ e A= 9)1 (1+2)e % ax
|:/A l@—klsdl_'_/ 9+1sdl}
62 1
1+6 (9+1—s) 9+1—2
0% 0+42-—s5
C1+60(0+1—5)2
Estimation:
1. MOM
From a random sample x1,x3, ...... , Xn
E(X) :X:,ul
0+2

= X0*+X0=0+2
02+06 + +
b —b++Vb%—4ac

2a
—(X—-1)+£/(X—-1)2-8X
_E /D "
2X
However in practice, we use :
¥ — L fixi
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2. MLE

LZﬁf(xi)
| (92(x+2+9))

s |

I
—

11 (1+6)+3 (13)

anf(x,-+2+6)

i=1

f‘,xi+3n
(1+0)=

o2 y (xi4+2+06)
i=1

(1 + 9)n(X+3n)

n
logl(0) = 2nlogh —n(X +3)log(146)+log ) (xi+2+6)
i=1

n
QZoégé(O) :%’l 1X—l—?a +Z
+06 lzlx,+2+9
_m X430t v 1
0] 1+6 x1+2+60 x»+2+0 Xp+24+60
(14 8) ¥ (xi+246)—n(X+3)0 ¥ (xi+2+6)+6(1+6)
_ f(0) = i=1 i=1 (14)

0(1+6) X (v +2+6)

This is a polynomial of degree (n+ 1) in 6 which is solved using Newton-Raphson

method: 6)
041 =0,—"——=
i (6)
3. EM algorithm
From the definition in chapter one;

The pdf of Lindley distribution is given by

p?(x+2+p)

P(x|p) = F

x=0,1,....,.p>0 (15)

For a random sample z1,z2....zn the parameter p is given by

p+2
p(p+1)

=X

where X is the sample mean.This enables us to estimate a new value of p E-step: calcu-
lation of the pseudo-values
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(po —l—xi—l—3)(xi+ 1)

ti=E(6;|x;) =
@) = oo+ x+2) o+ 1)

i

where f = =—
M-step:

—([F—1)++/(+6i+1)

2t

Prnew =

Data analysis

The below data is obtained from a study of the Hermite distribution which considers
mistakes that occur when copying groups of random digits together with expected fre-
quencies.It incorporates the sum of an ordinary Poisson variable and Poisson doublet
variable as studied by Kemp and Kemp;Some properties, of the "Hermite’ distribution(1965)

count 0 112134

observed frequency | 35 | 11 | 8 | 4 | 2

1. MOM
X:u:Zﬁxi = 6+2
Yfi 6(6+1)
47 0+2
60 6(6+1)
=476% 136 —120=0
b —b++/(b? —4ac)
N 2a
A~ 134+150.7614
0=—"—""=1742
94
2. MLE
Newton raphson method:
0
6r+1 - 6r_ f( )

f'(6)
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From the above equation

1
6= 60—

(xi+2+6p)+ (14 6p)

n
i=1

1
0, = 1.742 —

= 1.7378
10+ (2% 60) + (60 1.742) + 1 + 1.742)
1
0, =1.7378 — = 1.7336
2 10+ (2%60) + (60* 1.7378) + 1 + 1.7378)
1
03 = 1.7336 — = 1.7294

10+ (2%60) + (60+ 1.7336) + 1 + 1.7336)

- 0 =1.7336

3. EM algorithm
Using po = 1.742 and substituting the respective value of x

(po+x,-+3)(x,~+ 1)
(po+xi+2)(po+1)

X; 0 1 2 3 4 total
t; 1 0.462 | 0.8832 | 1.2846 | 1.6752 | 2.059 | 6.364

=1=1.2728

—([F—1)++/(Z+6i+1)

2t

Pnew =

= 1.15093

Remarks

From the above data analysis,the three methods give different correct results as their
technics are different.



35

5.1

5.2

POISSON LINDLEY TWO PARAMETER
DISTRIBUTIONS

Introduction

There are three types of two parameter Poisson Lindley distributions, namely type I, type
[l and type Ill . They are obtained by equating certain parameters of the four parameter

Lindley distribution to constant values.
For each type,we will construct the distribution then examine its estimation.

Consider the following forms of g(4)

Type | two parameter

The G4 Lindley distribution is given by

Y QOH-I 1
s = e a1

(a+A)A% 10

5.2.1 Construction

Proposition 5.2.1
The pdf of the Poisson Lindley distribution is given by

(16)

1) I'x+a (a9+a+x)

T xTo+1 0+1



o o= A X
W= [ ey an

)le 6a+1 1 w1 6
_/o Xl e+1r(oc+1)(0‘+’l>’l e da

6a+1 1 llx OC—I—)L)AOC 1 791 da
9—|—1F OH—I x!
A l A(146) y x+1+a a’?L—i—/ L(14+6) g x+a g3
9—|—1F OH—l ) x!
CAaE an+oc I'x+a+1
B 9+1r(a+1)x! gr+a grta+l

B I'x+ao a0+ o+x
CxITa+1 0+1

The " moment is given by

u=E[EX/A]
9a+1 a—1_-6A
_/ 0+ 10(a +1)(O‘+M’1 e dA
B go+l 1 Artatl —0A A w}yr-l—a—H —0A A
BCESTYCE)) [a/o ¢ +/o e
extl alr+o Tr+a+1
- 0+ 1T (a+1) [ ort+a T pr+a+l1 }
_ Ta+r jar+o+r
COTr+1 { 6+1 }

The mean and variance of the distribution are as indicated in proposition 3.3.6 and 3.3.7.

Proposition 5.2.2

Since the hazard function (1) can not be expressed in closed form,let (A1) be a hazard

function of a random variable X distributed according to the type one two parameter

Poisson-Lindley distribution,then

1. h(A) is increasing for o > 1;

2. h(A) is bathtub shaped fora < 1 and 6 >0

3. h(A) is decreasing for & < 1 and 6 =0
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Proof
From g(A) we have

_ffA) 11—« 0
PN =0y =7 “aten
It follows that

2
>0, forx>1

+0

o—1 62
a 0+al

5.2.2 Estimation

1. Method of moments
Given a random sample x1,x3, ..., x, of size n

ol'a(2o+1)

o
=X =
H 0(6+1)

o , Ta+23a+2)
== e errs

By substitution, the respective estimates of @ and 6 are obtained

2. Maximum Likelihood method

n
L=]]/&)
i=1
_I’lI I'xi+o a0+ o+ x; a7)
L6 T+ 1 6+1
ﬁ (00 + o +x;)Tx;+ 1
szle 9—{—1”12 FOH-I

Getting the Hand [% from the above equation is not straight forward due to the likeli-
hood of the Gamma part and the EM algorithm is used instead.

3. EM algorithm

Consider the complete dataY1,Y2...,Yn and the hypothetical random variable r1,72,...,rn

The joint pdf is such that the marginal density of Y1,...,Yn is the likelihood of inter-
est.The hypothetical complete-data distribution for each (Yi,ri)i = 1,2,..n has a joint
probability density function in the form g(Y,r,®) where ® = (0, p)

E-step:
1+ p(1+ g2 )e®
E[rlY =y] = o
l—p(l—l—%)e By
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M-step:
Through iteration

5.2.3 Data analysis

T+p(1+ e?jryf)efery’)

.
Vi =
0,+1

/ N\|/

1+ pr(1+ —eryi)e—eryi>

Consider the data from Data set 1

1. MOM

o=

count 0 112134

observed frequency | 35 | 11 | 8 | 4 | 2

- Y fixi
X = =
=57
47
= —=1(.7833
60

0’ =E(x*)—u*>=1.85

. 62— 1 _ 1.85-0.7833
(141)? 0.78332

= (2—k)b*+ (8 —4k)b+ (6 —4k) =0

= 0.26156* 4 1.046b —0.954 =0

= b =0.7656

Substituting accordingly

» b2 0.7656 +2

6 = _ = =1.9997
(b+1)X ~ (0.7656+1)0.7833

+1)X _ 0.7656(0.7656 + 1)0.7833

_|_

2 0.7656 +2

=1.7385

b(

b
= 0.38285
b
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5.3

Type Il two parameter
5.3.1 construction

From the Lindley distribution below:

92
1) = +A —0lambda
8(0) = g oy B+ Me
Proposition 4.3.1
The pdf is given by
02 B+x
f(x):m 1+m ,X:O,1,2,9>0,ﬁ9>0

Proof:

62 =1 x —0A
/39+1/o (B AR a

2 oo X x+1
_ 8 [T (M grnre AT
BO+1Jo \ x! x!

9—2 1+M
(6 +1)x+2 BO+1

e—l(H—G)) A

),x:QL2w6>0ﬁ6>0
The rth moments are given by

H=E[E(x"/A)]
62
BO+1

e A
!
« x!

(B+A)e % da

92
Bo+1
6% [BIr+1 Ir+2
_ﬁ9+1 or+1 or+2

Trt1 i
_Ir+ (“9+r+ ) F=1,2.3...

or af +1

[/3 /W;Lre—“dufwwle—“dz}
0 0

(18)

(19)



Estimation

1. Method of moments
By use of the moments about the origin for Poisson distribution, the u, for the two
parameter PLD is given by

92
H2=B9+1

UOM(AZJr)L)(aJrA)e“ d;L]

_ Bo+2 2(6+3)
e(BO+1  62(BO+1)

MOM is given by

[ Bo+2 i 2(6+3) }_ Bo+2
Ho—H1 _ [6(Bo+1) ~ 6*(Bo+1)] 6(B6+1)
(w1)? ( BO+2 )2
0(Bo6+1)
_2(Bo+3)(BO+1)
= ([394—2)2 (20)
Equation (4.5) is a quadratic in b if b= 36,
2(b+3)(+1)
(b+2)2

(2—k)b*+ (8 —4k)b+ (6 —4k) =0

k is obtained by replacing t; and i, by the respective sample moments and sample
mean.By substituting b = 36 in the mean X

A b+2
O —
(b+1)X
and
3_ 2 B b(b+1)X
b b+2

2. Maximum Likelihood method
Consider a random sample of size n;xy,x;.....x,, and let fi be the observed frequency

k
in the sample corresponding to X = x (x = 1,2,...k) such that Y} f, =n where k is

x=1
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the largest observed value having non zero frequency.

L=]]/) (21)
i=1
_I’i[ 0> [(BO+14+B+x;
BO+1\ (6+1)ut+2
92 n k f
= : 6+ 1+ B +x)~
(o) g Lo spes
(64 1)1
62 k k
logl:nlog(ﬁe_i_l)—Z(xi—l—Z)fxlog(Q—i—l)—i—folog(ﬂe—i—l—i—ﬁ—i—x)
x=1 x=1
dlogL  2n np k k B fx B
0 6 PBO+1 Zl(x’Jrz)fxlog(eH+Zﬁ9+1+ﬁ+x 0 e
8logL__ np k O+1)fc
B [39+1+x:1[39+1+ﬁ+x_0 @3)

From equations (4.7) and (4.8) using Newton-Raphson method
0, = 60— [nBO*(BO+3—-XBO*—X —X0)+0—2n0 —nX6?]

k
Calculation for the 3 estimate is complex due to the Y, fy, =n
x=1

3. EM algortihm

2
P qg+x
P(X|p,q>zm<l+m>, XZO,l,...,p>0,q>0 (24)

Data Analysis

Consider the data from Data set 1

count 0 112134

observed frequency | 35 | 11 | 8 | 4 | 2
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1. MOM

o=

- Y fixi
X = =
=57
4
= @ =0.7833

0’ =E(x*)—u*>=1.85

. o2 — _ 1.85-0.7833
(141)? 0.78332

= (2—k)b* + (8 —4k)b+ (6 —4k) = 0

= 0.2615b% +1.046b —0.954 = 0

=1.7385

= b =0.7656
Substituting accordingly
A b+2 0.7656 +2
(b+1)X (0.7656+1)0.7833
b X . . .
(b+1)X _ 0.7656(0.7656 + 1)0.7833 _ 0.38285
b+2 0.7656 42
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5.4

Type Ill two parameter
5.4.1 Construction

From the Lindley distribution

6%(1+BA)e 9%

A
g(4) 5o
Proposition 4.4.1
The pdf is given by
_ 62 Bx+1D)]
fx) = CEETER {1+ e } x=0,1,2... (25)

Proof

w0 o= A X
@ = [ ey a

/ —W 02(1+PA)e” d/,L
B ﬁ+9

ol [l
62 { Cx+1 BFx-I—Z}
(

"0+ B)x! [(T+6)FT " (1+0)2

e Tx+1 B(x+1)
_(9+B)x!(1+9)x+1[ 1+6 ]

B 62 Bx+1)]

M CEYI TR {1+ o } x=0,1,2...

The cdf is given by

& 6% 1+60+nB+p
F(X)_’;)e—f—ﬁ (1—|—9)”+2
_(B+6)(0+1)"2—(2B6+B + 6%+ 6+ BOx)
B (6+15F2(B+6)

(26)
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The rth moments about the origin are

H=E[E(X"/A)]
,0%(14BA)e
_/ B+6 dh
o 92 “ —A0qr —A0 19 r+1
_(9+ﬁ){/oe 7Ldl+/()e A*dl}
6% [Tr+1 | Brr+2
- (9+ﬁ) [ 9r+1 or+2 }
62 Ir+1 r+1
“Gem e () “
,  2B+6
M=%+ e)
, 2B(6+3)+6(60+2)
B2 = 62(B+6)

Estimation

1. Method of moments
Given a random sample x1,x3,...,x, of size n

L 2p+o
mp=p =X = m
= = E3%) - (5(0) 2 = O AT 042

where m| and m; are the first and second sample moments

A

2my + 1 /4m? +2my — 2my
6= Vi

mp —mj
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2. Maximum Likelihood method

L=]]rx) (28)
i=1

n

:lHl((eﬂs 1+0)<1 [1 le:el D
B > (x+1 ,ﬁ( 1x++91))

(6+B)(1+06)=1

< (x,—}—l)
=logl =2nlog6 —nlog(6 + ) Zx,+llog1+9 Zlog

i=1 146

dlogl _2n  n _i§1(x+1) _i Bxi+1)
8 6 B+6 1+6  S1+6+B(x+1)(1+6)
Plogl 2n  n L+l i' -+1ﬁ+29+ﬁ%+ﬂ
002 02 (B+6)> 1+9 S (1+06)2+(B+6B(xi+1)?

_dlogl  —n ! xi+1

B ﬁ+,§11 +0+B(x;i+1)

_ J%logl - i x,—i—l)

9B e+ﬁ S (146)2+(B(xi+1))?

Getting the Hand ﬁ from the above equation is tedious and the EM algorithm is used
instead.

3. EM algorithm
The joint probability function is

92(1 —{—ﬁl)lxe_l(l—w)
(6+B)x!

g(x,4,B,0) = 6>0,8>0 (29)

E-step:conditional expectation
Consider the below equation

_AS(14 B IO (1 4 g)¥F2
s(Ab) = xl(1+60+B(x+1)
(xi +1)(1+ 60+ Bo(xi +2))

E(A]x:,0,B) = 0T 6 tholtl) ° (30)

A xi+1
E| ——F i797 = =b
(1+ﬁlh ﬁ) 1+ 60+ Bo(6+ 1) B1)
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M-steps

(c_lﬁ() — 1) + \/(C_lﬁ() — 1)2 +8[))()d

0, = —
! 2a

(32)

— 69 (33)

Sl =

B =

where Bpand P are the initial estimates of (6, 8), in this case, from MOM method.

Data Analysis

Using the below table for distribution for epileptic seizure counts

count 0 1 2 3 4 5 6 7 8

observed frequency 126 80 59 42 24 8 5 4 3

expected frequency | 122.00 | 91.00 | 58.74 | 35.22 | 20.52 | 11.22 | 6.39 | 3.25 | 2.50

1. MOM
Y fixi 542
= == —1.5442
MY A T 351
1850
my =E(x*) —u? = 51 (1.5442)% = 2.8861
2y 43 + 2y — 2y

= 0=
mpy —mj

(2% 1.5442) + /(4% 1.54422) + (2% 1.5442) — (2% 2.8861)
2.8861 — 1.5442

= 0 =4.2525
A é—mléz
mlé—2

 4.2525—(1.5442%4.2525%)
© (1.5442%4.2525) -2

= f =5.1836
2. EM algorithm Using the above values of 8 and 6 as the initial value and substituting
the values of x in the below equations:

(x;i +1)(1 460+ Bo(xi +2))
(146p(14 69+ Bo(xi+1)

=d
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B x;i+1 —p
C1+60+Po(60+1)
x| 0 1 2 3 4 5 6 7 8 total

a | 1.4967 | 0.5017 | 0.7235 | 0.9134 | 1.1102 | 1.3052 | 1.4962 | 1.6921 | 1.8845 | 11.1169

b | 0.0308 | 0.0616 | 0.0924 | 0.1232 | 0.1539 | 0.1847 | 0.2155 | 0.2463 | 0.2771 | 2.2171

= a=1.2352 and b = 0.2463

(67/3() — 1) + \/(ﬁﬁo — 1)2 + 8[3067

0, = —
: 2a

=5.8272

B = = — 6y = 4.0595

Sl o=

Remark

For this distribution only the MOM and EM methods were considered.As shown above
results for different methods differ but are in close range.
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6.1

6.2

POISSON THREE PARAMETER LINDLEY
DISTRIBUTION

Introduction
In this chapter we consider Poisson three parameter Lindley distributions. There are two
types of three parameter Poisson Lindley distributions.For each type,we will construct

the distribution then examine its estimation
From (3.1) consider the following forms of g(A)

Type | three parameter
6.2.1 Construction

Proposition 7.2.1 The pdf is given by

(34)

) = I'x+o <Boc9 +x+oc>

xI0Ta+1\ fO+1

Proof

).x
/ ’1 ) dA

/ l)’x 9a+1 1

a—1_—0A
W O 1Ta 1 PeFTAAT e mdl

gotl 1 1 / (ﬁa_f_l)kx—o—a—l —A(1+6 da
= _ e
[39+1Fa+1x'
got! 1 ol ,- A(1+6 Xt ,— A(1+6
[39+1Foc+1x‘ / A Wr/ A aA
ECASE BaIx+oa Ix+o+1
N ﬁ9+1Fa+1x! p+a glxta+tl
. Inta Bab+x+
- x10Ta+1 Bo+1

The rth moments is given by

w=E[ER/L)]
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E(N) = / A7 g(A)dA

a+1
ard ! (af+21)e P 1% g

~ )" Bo+iTa+1
6+ 1 —0A 5 o—1+r 57 |
:ﬁ9+1ra+l[(aﬁ+}t)e 2o rap |
9a+1 1 b
::ﬁe_%lIYx+J>{aﬁu/e—ella—l+QLl+:/e—ella+¢dl
0% 1 TapToa+r To+r+1]
 BO+1Ta+1| 0%+r — 6%+r+1|

l'a+r 1

:B9+1w[aﬁ9+r+a]

Let X be a random variable which is continuous;its density function is f (x) and cumulative
distribution function F (x). The survival function and hazard rate (failure rate)function of

the three parameter generalized Lindley distribution are defined by

(1AL +Ax%)eAx
s(x) = Y

A2 (B +x)x0~1
M) = 32 7
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6.3 Type Il three parameter
6.3.1 Construction

Proposition 8.2.1 The pdf is given by

_ Ixtoa (Bab+x+a
f(x)_x!OXFaJrl( BOT1 ) 33

w0 o= A X
= [ ey an

/ —llx QOH-] 1

a—1 —0A
o rsTarl @TOMAT e

_ 6o+ 1 1 a/m/lx+ale/l(1+9) dl+5/wl"+“e’l(l+9) da
0+6To+1x! 0 0
. It a Bab+x+
C x10Ta+1 BO+1
The rth moments is given by
uy=E[E(X/A)]
E(N) = / 2 g(A)dA
9a+1 —01 4 a—1
—/ (RS S LA
LH/ o+ 8A)e Ot 14y
(6+8)To+1
:L—H a/e‘“l“‘”rdl+3/e_el/1°‘+’d7t
(0+0)Ta+1
A ola+r 6Ta+r+1
- (0+8)a+1 gotr go+r+l
r
atr (ba+r+a)

T (0+6)0Ta+1
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CONCLUSIONS AND RECOMMENDATION

From the generalized four parameter Lindley distribution, it is possible to generate other
distributions by altering the values of the parameters. The G2L and G3L distributions bet-
ter define the process of a lifetime as compared to the Lindley one parameter distribution.

Estimation

Estimates using the method of moments is easy to obtain as the raw and central moments
are easy to derive.

The maximum likelihood estimates for the two parameter Lindley distributions posed a
challenge and in some cases was not derived as it required use of technics not discussed
in this work. The EM algorithm proved to be of better use where the MLE failed.
Application The Lindley distribution has been applied i several areas such as:

1. Biological sciences:
Shanker and Fesshaye(2015)used the Poisson -Lindley distribution to analyse the
relationship between organisms and their environment in an ecology study.

2. Acturial sciences:
Sankaran(1970)applied the Poisson-Lindley distribution to errors and accidents while
Ghitany (2009) applied the same distribution to determine the service rate(how long a
customer waits on queue) at the bank.

3. Computer science:
Simulation are calculated using the Poisson =Lindley distribution and also help in
programming purposes.

Recommendation

The data analysis involved different data set for each parameter.Future studies can involve
the same data set for the parameters during estimation in order to determine if the results
are similar.

A five parameter generalized Lindley distribution can also be explored then further deriving
the distributions in this paper.
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