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Abstract

Background Generalized Linear Models(GLMs) are a strategy for tackling statistical
questions, especially those that involve non-normally distributed data, in such a way that
much of the simpleness of the linear model is retained . This study was aimed to evaluate
Generalized linear models for count data with application to Pre-Exposure Prophylaxis
HIV sero-conversion(PrEP) data.

Methods This study used data that was retrieved from Kenya Health Information Sys-
tem(KHIS) for the period March to April,2019 from 104 health facilities Poisson Regres-
sion Model,JUasi-Poisson Regression model Negative Binomial Regression Model,and
Conway-Maxwell Poisson regression models were compared to determine the best model
which can be used in modeling HIV sero-conversion among PrEP users in Kenya.The
model with the best fit was checked using Akaike information criterion(AIC).

Results and Conclusion From the results, the Conway-Maxwell Poisson regression
was considered a better model when analyzing PrEP data in Kenya since its AIC value
was the least.
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0.1

Introduction

0.1.1 Background of the study

Generalized Linear Models

Generalized Linear Models (GLMs) are a strategy for tackling statistical questions, es-
pecially those that involve non-normally distributed data, in such a way that much of
the simpleness of the linear model is retained,|McCulloch|(2000). GLMs also give a more
adequate way of linking the systematic part of a model together with the random part
and the fact that a single algorithm is used to fit any model is an indication that quite
a small combination of routines can provide a base computing tool to enable researchers

to fit models to quite a wider range of data,|Nelder & Wedderburn|(1972).

GLMs relate a response variable of interest, to other variables or predictors (also called
factors, covariates or independent variables) about which you know or have idea about.
To be able to accomplish this, it is important to have the distribution of the response first
defined, after which the independent variables can then be related to the response thus
allowing for the random variation of the data. Therefore, firstly we consider the general
form of distribution which is known as exponential family which is used in GLMs. One
of the advantages of GLMs is that regression is no more restricted to normal data, but it
extends to distributions that are members of the exponential family. This aspect allows

for proper modeling of, for example frequency counting or data that is skewed.

Conversely to models suitable for normally distributed data, GLMs allow fitting of skewed
distributions while relaxing the assumption of a constant variance(that is,it varies as a
function of the mean), which provides a choice of scales, through the link transformation
of the mean, which yields an additive (meaning there is non-interaction) linear model.
Therefore, many data types;whether continuous or binary and count, can be modelled
by models that belong to this rich family of generalized linear models, |Lindsey & Jones
(1998).




In statistical modeling, if the response variable is count data, the most popularly used
regression tool used is the Poisson regression model. However, sometimes the Poisson
model fails to provide a sufficient fit when there is existence of the problem of over-
dispersion or under-dispersion and zero-inflation since it assumes equi-dispersion (Vari-
ance is equal to the mean) which is rarely reflected in real data since in most cases the
variance is usually greater than the mean and for this reason the Poisson model has
become less ideal for modelingTherefore, modifications have been done to the Pois-
son model so as to be able to deal with a wider range of dispersion levels.This study
will use Poisson,Negative Binomial, Quasi-Poisson and Conway-Maxwell-Poisson (COM-
Poisson) Regression models which all belong to the family of generalized linear models,

Nelder & Wedderburn|(1972); McCullagh and Nelder 1989).

Departures from poisson model can occur in a variety of ways;the main reasons are:
some covariates may be ommitted and/or may not have a uniform effect on all sub-
jects so that population heterogeneity has not been accounted for, and excess number
of zero events occured compared to the poisson distribution|Lee et al.|(2012). The issue
of over-dispersion with excess zeroes existed in the Human Papillomavirus Infection in
Men (HIM) dataset. The study established a prospective cohort of men in three countries
to determine the incidence of genital human papillomavirus (HPV) infections. A HPV
incidence rate,along with the exact 95% confidence interval,was estimated based on a
Poisson distribution. However, inspection of the data revealed severe over-dispersion,as
well as a very large proportion of zero counts for specific HPV-type infections, (Giuliano

et al.)

Although GL ave been widely used in other fields, for example in econometrics, they
have not been as widely used in medical statistics as expected. Specifically GLMs have
not been extended to Pre-Exposure Prophylaxis (PrEP) data. In this study. we will illus-
trate modelling @e—Exposure Prophylaxis (PrEP) count data using the %issom, Quasi-
Poisson, Negative Binomial and Conway-Maxwell-Poisson Regression models. We will
fit the generalized linear models for count data on PrEP data and select the model that

is most adequate.




Pre-Exposure Prophylaxis

Pre-Exposure Prophylaxis (PrEP) being an anti-HIV medication is given to HIV negative
people who are also at a high risk of HIV infection so as to reduce their chances of be-
ing infected. glthough there have been a number of substantial studies suggesting the
high potential efficacy of PrEP, its large-scale implementation has been limited by sev-
eral factors including cost, adherence, and concern about resistance arising from PrEP,
especially in resource constraint settings, in which Antiretroviral treatment options are
limited. According toﬁ\tional AIDS & STI Control Programme (NASCOP)|(2017), Kenya

has made significance steps to contain the HIV pandemic, for example in 2015 the HIV

prevalence in Kenya went down by almost 50% from an index of 10.6% in 1995/96 to about
5.9% . This decline has been accomplished through the unwavering implementation of
a combination of evidence-based interventions including increased use of antiretroviral

therapy, NASCOP(2017).

A routine test for HIV is part of the package of PrEP services so asto prevent development
of resistance, and also for timely identification of PrEP users who get infected with HIV.
A person’s HIV status should be determined and documented at the point of initiating
PrEP, in the first month, and every 3 months preceding initiation of PrEP, NASCOP(2017).
n 2015, the World Health Organization (WHO) released a number of recommendations
which supported the use of drugs such as—exposu re prophylaxis (PrEP) to prevent the
acquisition of HIV. It was recommended that an urgent initiation into antiretroviral treat-
ment (ART) together with adequate provisn of PrEP to all those at a high continuous

risk of acquiring HIV infection would help to reduce the risk of acquiring HIV.

In 2016, Kenya also adopted the ?ral PrEP in its ART guidelines for people at substantial

risk of HIV infection|Baeten et al(2016) and in 2017, the PrEP implementation frame-

work was published and has been rolling out PrEP across the public health sector since

then. The framework identifies 19 geographical areas with high HIV prevalence where
PrEP should be available. It also names the following population groups as priorities for
PrEP access: female sex workers, people in discordant couples, pregnant women, fishing

communities around Lake Victoria, adolescents and young people, people in the general




population with multiple sexual partners, men who have sex with men, and people who
inject drugs, NASCOP(2017).

0.1.2 Problem statement

There have been few studies among sero-discordant couples or heterosexual populations,
studies examining knowledge and attitudes towards PrEP and related behaviors among
priority groups for PrEP have been conducted in a variety of locations, including the
United States.Organization et al.[(2012). These studies have surveyed a variety of set-
tings, including HIV clinics among others. Focus oup participants said that PrEP was
acceptable, but potential sexual risk disinhibition, stigma and discrimination associated
with PrEP use, and mistrust of healthcare professionals were major concerns, Galea JT.et
al.

There is need for proper modeling of the PrEP indicators and since PrEP sero-conversion
data is highly skewed and there is no available literature that have similar data features
as PrEP that have used GLMs for count data, this study therefore seeks fit PrEP data
which was retrieved from Kenya Health Information System (KHIS) for the period cov-
ering March 2019 to April 2019, into four GLMs. we will choose the best model that can
be used to analyze the current trend of HIV sero-conversion among PreP users and also

for prediction of future trends.

Main objective

To compare different count data models of estimating HIV Sero conversion among PrEP

users.

Specific objectives

1. To compare the performance of Poisson model, Negative Binomial model, Quasi-

Poisson model and COM-Poisson model under different simulated data sets.

2. Toevaluate the best fit model for HIV sero conversion among PrEP users by comparing

Poisson, Negative Binomial, Quasi-Poisson and COM-Poisson Regression models.




0.1.3 Significance of the study

Despite the high rate of new HIV infections in Kenya, and a growing body of literature on
the use of PrEP to reduce the chances of becoming infected, there have been no appro-
priate modeling techniques employed to estimate the incidence rate of HIV infections
and the factors associated with the new infections among PrEP users. This study will
therefore aid in identifying the best model for predicting, analyzing trends among PrEP

users and for planning purposes.




0.2

Literature review

0.2.1 introduction

More than 34 million people globally are living with HIV|on HIV/AIDS et al.[(2010). A
number of prevention methods are available including; use of condoms, male circumci-
sion, prevention of mother-to-child transmission, use of sterilized needles, however, these
approaches have not been sufficient to stop the epidemic. In 2009 alone, an estimated 2.7
million people became newly infected jon HIV/AIDS et al.{(2010). Therefore the urgent

need for additional safe and effective measures to HIV prevention.

Men and transgender women who have sex with men (MSM and TG) have a dispropor-
tionate burden of HIV in most countries in the world, even in many countries with gen-
eralized HIV epidemics. Worldwide, their odds of being infected with HIV are 19.3 times
higher than those for others (WHO). Clearly, existing methods of HIV prevention are not
sufficient for MSM and TG. Biomedical prevention has shown promise. Male circumci-
sion has proved effective in protecting heterosexual men who are exposed to HIV during
penile-vaginal intercourse, and a vaginal gel has shown some effectiveness in protecting
women who are exposed by vaginal intercourse. Pre-exposure prophylaxis (PrEP) is the
first biomedical intervention that has proved effective in providing additional protection

to men who have unprotected rectal exposure to HIV (WHOQ).

According to NASCOP (2017), the access to HIV medication by more than one million
Kenyans has greatly improved the quality of life of people who are living with HIV. But
even with this progress, approximately over 77,000 Kenyans were infected with HIV in
the year 2015. About half of this number were young people at the age between 15 to
24 years whereby young women bore a third of all recorded new infections.Fighting the
HIV epidemic will not be successful until the index of the new HIV infections goes down.
This can be achieved through aggressive input towards HIV prevention programs which

will work towards ensuring those who are HIV negative remain uninfected.




As much as substantial progress has been achieved in the reduction of the number of new
HIV infections, there are certain populations that are still at a high risk of HIV infection
with the HIV prevalence in Kenya remaining high though showing signs of stabilization.
Therefore, such interventions as the case of implementing PrEP in a very strategic and

calculated approach are key in reducing the HIV infections, NASCOP (2017).

0.2.2 Mathematical modelling

Mathematical modelling is a valid tool in estimating the use of PrEP and the associated
new HIV infections. Modeling count variables is a common task in many fields including
economics,social sciences and medicine. The statistical approach of count data is differ-
ent from that of, for example,binary data, whereby observations only take two values,
represented by 0 and 1, or ordinal data, which may include integers but where the partic-

ular values fall on an arbitrary scale and only the relative ranking is important.For Count

data models, the dependent variable has to be count data/Maxwell et al[(2018). The clas-

sical Poisson regression model for count data is often of limited use in these disciplines
because empirical count data sets typically exhibit over-dispersion and/or an excess num-
ber of zeros. This can be resolved by extending the plain Poisson regression model into

various dimensions.

‘Maxwell et al.|(2018) in modeling auto crash data, used Poisson Regression Model, Neg-
ative Binomial Regression Model, Generalized Poisson Regression Model, and Conway-
Maxwell Poisson regression model which were compared to determine a better model
used in modeling auto-crashes in Nigeria, the best model for modeling traffic crash data
in Nigeria was the Generalized Poisson Regression model based on AIC and BIC values.
This study used Generalized Poisson model while in our case the Quasi-Poisson model

was included for comparison.

a
Lee et al.[(2012) used five count data models; Poisson regression model, Negative binomial
regression model, Zero-inflated Poisson regression model and Zero-inflated Negative bi-

nomial model. They illustrated the use of the four models for over-dispersed data (Human
Pappillomavirus infection in men study) that may be attributed to excessive zeroes. They

recommended Negative Binomial was a better fit, however, Zero-inflated Poisson model




showed similar results as the negative binomial although there were computational dif-
ficulties with zero-inflated models. They also recommended that zero-inflated models
should be used with a lot of caution since cases of small sample size and variable selec-
tion of covariates have not yet been well studied in literature. Although our study does
not focus on the Zero-inflated models, many researchers have compared them with the

models that this study has focused on.

Zeileis et al.[(2008) used Poisson model, Quasi-Poisson model, Negative binomial model,
Hurdle models and Zero-inflated models to model the demand for medical care as it
had been captured by the number of hospital visits. The negative-binomial-based model
performed much better in capturing over-dispersion than Poisson models, however, both
hurdle and zero-inflated models were able to incorporate both over-dispersion and ex-
cess zeroes. Therefore, the hurdle and zero-inflation models led to the best results on the

medical care data.

Muoka et al.|(2016) used statistical stimulation technique to compare the performance of
different count data models that is; Poisson model, Negative Binomial and Hurdle model.
They simulated sets of count data with different proportions of zero and Akaike Infor-
mation Criterion (AIC) was used to compare how good various count data models fit the
simulated data sets. from the results, Negative Binomial fitted better to over-dispersed
data which has proportion of zeros below 30% and Hurdle model fitted better in data sets

with proportion of zeros 30% and above.

Johansson|(2014) focused on comparing five regression models OLS, Poisson, Negative
Binomial, Hurdle based on Poisson and Hurdle based on Negative Binomial. The study
aimed at choosing the best choice model for predicting the number of claims that an in-
surance company will have in one year from the third -party automobile insurance. since
this is count data, the OLS was included to illustrate how much better fit one can get by
using an appropriate model. From the results, OLS is a bad choice for modelling claims,
which is count data, but the other models fit the data well.

From the result, it was impossible to find the perfect model since the model that is the




best one in one test is worse in another. In the case of insurance, it is not only important
to have a large likelihood for the whole data set, but it should also make fair predictions
for all groups. One drawback of the thesis was that the data was not current and also
lack of available data whereas the claim behavior could have changed since then in such

a way that other models would suit better currently.

Jiang & House|(2017) undertook a study to examine the performance of six count-data
models (Poisson model, Zero-Inflated Poisson model, Hurdle Poisson model, and their
negative binomial variations) under different zero-proportion, and skewness levels using
simulation studies. They also compared the capabilities of these models on predicting
zero-observations, and structural zero-observations, in order to evaluate their capabil-
ities in predicting market structure when applying to the food consumption analysis.
From the results, they recommended to the researchers to consider the hurdle models
when there is zero-deflation, and the zero-inflated models when there is zero-inflation.
If the underlying assumption assumes that there are different types of zero observations,

it is recommended to use zero-inflated models.

Miller| (2007) compared the fit between the Poisson, ZIP, and Hurdle models together
with their negative binomial formulations. Each of the analysis was performed for sim-
ulated data with five different proportions of zeros and three different amounts of skew
for the nonzero distribution with the intention of clarifying the discrepant results from
previous research work. The main aim of the study was to determine superiority of fit
for the different models with different proportions of zero-inflation and different levels of
skew. The study used deviance statistics and Akaike Information Criterion to examine fit
between the models and from their findings, the Negative binomial Poisson model was
significantly a better model fit compared to the Poisson model for most of the conditions
while the Hurdle model was a better fit of all two-part models. One of the shortcoming in
this study is that the research did not present sufficient information, more so on data that
is required to calculate skew. Although not all research presented sufficient information,
especially data necessary to calculate skew, there was clearly enough variation in results

to warrant further research.
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Warton|(2005) compared 20 data sets with varying sample sizes, zero proportions, and
factors/levels. The version of ordinary least squares included the addition of one to all
the counts before the logarithm was taken . The other models that do not accommodate
zero-inflation were the Poisson and four formulations of the negative binomial Poisson
including the quasi-Poisson. The zero-inflated models included the ZIP model and the
negative binomial ZIP model. The Akaike Information Criterion (AIC) values were then
calculated and averaged. If over-dispersion was present, the negative binomial formula-
tions were a better fit. However, if over-dispersion was absent, the opposite was true for
more than 50% of the variables. This implies that the skew level in the model interacts
with zero-inflation when we are interested in measuring model adequacy.However, other
features of these data set including varying degrees of zero-inflation and overall distri-

butions called for further research toward appropriate model selection.

Lindsey & Jones|(1998) compared Normal distribution, g—normal distribution, Gamma
distribution, Inverse Gaussian distribution, Poisson distribution and Negative Binomial
distribution in a study comparing generalized linear models to check for difference in
T4 cell counts between two groups. Negative Binomial model was identified as the best
fitting model, however they concluded ?&t appropriate model selection criteria for any
study should be well specified including clinical trials, in order to draw optimum infer-
ences since model selection was not just enough. They also stated that their concen-
tration on GLM family was because of their importance and the ready availability of

software to fit them.

Greene|(1994) used credit-reporting data to investigate differences between the Poisson,
negative binomial Poisson, ZIP, negative binomial ZIP, as well as some of their aforemen-
tioned variants and the specification of a probit link rather than the logit link. The data
consisted of 1,023 people who had been approved for credit cards. The count variable
of concern was the number of major derogatory reports (MDR), which is the number
of payment delinquencies in the past 60 days.The negative binomial Poisson resulted in
improved fit (based on the Vuong test statistic), increased standard errors and different

parameter estimates. The ZIP model resulted in slightly worse fit than the negative bi-
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nomial Poisson while remaining much better compared to the Poisson model.

In summary, from the literature above, most of the reseachers comparing the Perfor-
mance of Generalized linear models for count data were inclined to zero-inflated models;
some stated computational difficulties and others stated that they should be used with
caution as variable selection of the zero models components have not really been studied
well in literature. In this study, we focused on the Poisson regression model, Negative bi-
nomial model, Quasi-Poisson regression model and the COM-Poisson regression models

for comparison of their performance.
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0.3

Methodology

In this section, we will be concerned with reviewing models that are mostly used to model
the count data, including understanding the model formulation, and parameter estima-
tion.These models include: Poisson model, Quasi-Poisson model, Negative Binomial Re-

gression model and Conway-Maxwell Poisson model.
0.3.1 Framework for Count Data GLMs

The Generalized linear model was initially described by Nelder and Wedderburn (1972)

and later developed and explained by Mc Cullagh (1989).

GLMs describe the dependence of a scalar variable y;(i = 1,...,1) on a vector of regressors

xi. All GLMs possess a random component, a systematic component, and a link function.

The conditional distribution of yi|xi is a linear exponential family with probability density
unction;

A —b(

f(y:A,9) = exp (}Tw +t‘b-‘:¢)) M

wherel is the canonical parameter that depends on the regressor via a linear predictor
and ¢ is a dispersion parameter that is often known.The functions b(:) and ¢(-) are known
md they determine which member of the family is used.

Conditional mean and variance of y; are given by E[y;|x;] = i = b/ (i) and VAR|y;|x;] =
¢ - b"(Ai). Therefore, upto a dispersion parameter ¢, the distribution of y; is determined

by its mean. Its variance is proportional to v(u) = b"(A(ut)), also known as variance

functign.
The @€pendence of the conditional mean E (yi|x;) = u on the regressor x; is specified as;

g(p)=x/B @)

Where g(+) is a known link function and f is the vector of regression coefficients which

are usually estimated by Maximum Likelihood (ML).

Poisson models

Thegoisson regression model is a special case of Generalized Linear Models (GLM) frame-

work which was derived by Poisson (1837). It is the simplest and the mostly used distri-
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23
bution for modeling count data. Its probability density function is given by;

f&MzEﬂtgii 3)
y!

4]
The canonical link g(u) =log(u), resulting in a log-linear relationship between the mean
and linear predictorThe mean and the variance of the Poisson distribution are equal
E(y) = var(y) = . The dispersion parameter of Poisson distribution is ¢ = 1 while the
expected value U is a Iinearﬁ’nction of n predictors that take the values X' = (xi,...,x,)
for the ith case so that;u = X'f.
Where B is a vector of the parameters to be estimated.
From equation (3), it is clear that the Poisson distribution belongs to the exponential
family bacause its probability distribution function can be expressed as;

6)

o =ap (2880

2(9) +L‘(_}-‘..¢)) 4)

where 6 and ¢ are location and scale parameters and a(,b(e) and ¢(y, ¢) are known
functions.

The problem with Poisson regression model is that its assumption of mean equal to the
variance is very restrictive when it comes to real data where the observed variance ex-

ceeds the observed mean.

Parameter Estimation The parameters of Poisson model are estimated by maximum
likelihood approach using an iteratively re-weighted least squares algorithm. The log-

likelihood for a sample yy,. ..y, can be expressed as;

1y — b(6;
[ = ?::I (}7‘“@)( ) + c(_vs..qDJ) (5)

The maximum likelihood estimates are therefore obtained by solving the equations;

S(Bj) 9B, ;=ZI ((p;v(ﬁlg) 8 () 0 “
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&:r parameters [3;,where v(L;) is a variance function. The assumption is that ¢ = f—_

Where ¢ is a single dispersion parameter and ai are known prior weights. The estimating

equation therefore can be written as;

ﬂ: o (aii— ) X ):0
9B; ;;( viw) &' (ki) @)

Equation a above is then solved by using Fisher’s scoring iterative algorithm such that
in the rth iteration, the new estimate f8{r + 1) is obtained from the previous estimate "

by use of the equation below;

prtt=p"+S(BEMHP)) (8)

Where H is the Hessian matrix,that is,matrix of the second derivatives of the log-likelihood.

The parameters are estimated by the equation;
Brit =x"wx) 'xTw'z ©)
Where W' = diag(w;) and the working dependent variable;
Zi =0+ (yi — )8 (1)

and
a;

v(up) (g (u))?

The process is then repeated until successive estimates converge.

H""- =

Negative-Binomial Regression model

The Negative binomial regression which was first derived by Greenwood and Yule (1920)
ia generalization of Poisson regression which is used for modeling over-dispersed count
data and eases the restrictive Poisson model sumption that the variance and the mean
are equal. Therefore it allows the modeling of Poisson heterogeneity using a gamma

distribution. It is thus a Poisson-gamma mixture distributions with probability density
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function;

p0) = Flgﬁej;};) [153})‘ [liﬁr‘y‘:l‘z'” (19

with mean E(y) = 6 and variance var(y) = 8 4+ 68 B2. The shape parameter is 6, I'(:)
is the gamma function and the dispersion is ¢ = 1.

The model can also be expressed in terms of log link function as;
ln(lu'):ﬁ()+ﬁ|X|+ﬁ2X2+---+ﬁan (11)

For n dependent variables and By, f1..., Bn being estimated.

Taking the exponent of equation (11), Negative Binomial distribution can be written as;

ee_\-fﬁ) ¥ 1 1/8
1+ @eP [l + Be-"fﬁ} (12)

Where u=0p,k=1/0,ui >0, for i=1,2..,nand 0 is the Negative binomial over-dispersion

16 r(e-1+)
PO) = T 05+ 1)

parameter.

Parameter Estimation Estimating 6 and 8 using Maximum likelihood approach, the

likelihood function is;

II)‘,-J

16)
" F(e
H"’” ! Sy

oef 11 1 Ve
1 + e [l—|—8€-}'ﬁ} (13)

The log-likelihood function is;

InL(6,B) =
yiln6+y;(x;- B)— (yi+5))
[ToipOi) =YX | In (1+ fe ﬁ) +InI (yi+3)

—In(y;+1)—Inl ( )

(14)

The 6 and f3 values that maximize InL(6,3) are the maximum likelihood estimates
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Quasi-Poisson model

Quasi-Poisson model is an alternative approach to fit extra-dispersion parameter that
takes care of the extra variance(Seyoum et al,2016).It uses the mean regression function
and the variance function from Poisson GLM but allows the dispersion parameter ¢ to
be unrestricted.

For a random riable y that follows a Quasi-Poisson distribution, the mean and the
variance can be expressed as E(y) =t and var(y) = ¢E(Y) = ¢ in a GLM setting.

And the log-link function can be expressed as;

g(wi) =log() Zanﬁ (15)

A quasi-Poisson model function g(;,y;, ;) is also the same as the definition of the first
order derivative of its log-likelihood function.

The score function for ith observation is;

Yi m o Yi— M

q(Miyi, 9) = = (16)
¢v(ui) P
Where V(u;) is the variance function.
The quasi-likelihood function for the ith observation can be written as ;
i .P“I Vi— 4§
Qi yi0) = [ alsy.0)ds= [ X ds )
“¥i Vi ‘ps

and the quasi-likelihood function for the whole sample is the sum of the likelihood func-
13
tion for each observation, that is;

n Hiyp: —
o(u.y.¢0)= ):Q Wi, Yis ¢) = ):/ 'h@, >ds (18)
i=1"Yi s

The parameters to be estimated will try to maximize Q(u,y, ¢ ) values in the equations;

(19)

(13
3 yi— Wi Ol
Eq .Iu'i }! aB i_zl( ‘p#[ )aﬁ -
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Which is equal to;
Y i— )X =0 (20)

Conway-Maxwell-Poisson (COM-Poisson) Models

This distribution was originally proposed by Conway and Maxwell in 1962[3] as a solu-
tion to handling queueing systems with state-dependent service rates.The distribution
generalizes the Poisson distribution by adding a parameter to model over-dispersion
and under-dispersion and includes the geometric distribution as a special case and the
Bernoulli distribution as a limiting case.COM-Poisson is flexible and can therefore handle

7
a wide range of count data. Its probability distribution is;

1 )
o _ ot
PE=D=z00 Gy /2 =(01.2) o
For a random variable Y,where Z(A,v) is a normalizing constant defined by;

o i
Z(l’v):-;o(f!)“

(22)

And v is the dispersion parameter. The domain of admissible parameters is A,v, > 0 and

0<A<l

Parameter Estimation The parameters of the COM-Poisson model will be estimated
by maximum likelihood approach.

TheEg—likelihood function can be expressed as;

LogL(yi,....yn|A,v) = logh Zy; — vz log(y;) —nlogZ(A,v) (23)

i=1 i=1

The maximum likelihood estimates are then obtained by iteratively solving the set of
normal equations;

EY)=Y (24)
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and

E(log(Y!)) = logY! (25)

parameter Estimation The parameters of the GLM models will be estimated by max-
imum likelihood approach. This will be important to examine the significance of the

variables in the models.
0.3.2 Model specification

The models have the number of people who tested HIV positive while on PrEP as the
response variables and the four explanatory variables are; Number screened,Number ini-
tiated on PrEP,Number tested HIV positive at month1 refill and Defaulters. The models

parameterize as follows;

0; = exp(BiScreened + B Initiated + By Tested HIV positiveatmonthlre fill + ByDefaulters)

0.3.3 Goodness of fit

One of the most popular used measures for comparing model performance when dealing
with several models is AIC. This study used AlC(Akaike Information Criterion) to deter-
mine the goodness of fit for model selection.

AlC,which was first developed by Akaike(1973) takes the form;
AIC =2p—2log(6)

Where p is the number of parameters and 6 is the maximum likelihood function for the

@ted model.A relatively small value of AIC is mostly preferred for the fitted model.
0.3.4 Simulations

This study used simulation technique in R to generate data that was used for comparing
the four count data models.

The random number generation was performed under the following specified conditions:
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1. The number of values to generate .
2. The lambda parameter of the response variable which is a count

3. The specification of seed for easy reproduction of the data.

Count data sets were simulated under different conditions so as to get sets of count data
with different characteristics by varying sample sizes and varying the lambda parameter
of the response variable.The simulated response variable assumed a poisson distribution
while the covariates assumed a normal distribution. The simulated sample sizes were
50,200,500 and 1000 while lambda was set at 0.97,5.97,10.97 and 15.97 The average AIC’s
were then compared to determine goodness-of-fit for the four different count data mod-

els.We further investigated how the models performed given different levels of dispersion.

0.3.5 Pre-exposure Prophylaxis

PrEP setting in Kenya The Pre-exposure prophylaxis (PreP) program in the country
is embedded within HIV prevention intervention and is closely coordinated by NASCOP
through the ministry of health. Kenya’s PreP program algorithm is guided by WHO
guidelines and involves key stakeholders like donor agencies (CDC and USAID), imple-
menting partners and the government of Kenya. Data of all PreP indicators i.e. number
of people screened for the purpose of determining their eligibility for PrEP, number of
individuals screened whose sexual partners are HIV Positive, number of those starting
PrEP for the first time ever, number of clients who started PrEP prior to current month
and either came for refill or they had enough drugs to take them through the whole of
this month, number of those who started PrEP prior to current month, stopped and are
restarting PrEP this month, number of clients whose main reason for starting PrEP is re-
current use of PEP, among others is captured monthly though Ministry of Health (MOH)

HIV prevention tools.




20

0.4

Data analysis and Results
0.4.1 Introduction

In this section, we will analyze both simulated and the real data. Random data sets with
different characteristics will be generated and comparative analysis of the four models

will be done to examine their goodness of fit.
0.4.2 Simulations Results

Different sample sizes of count data were simulated with sizes 50,200,500 and 1000 with
the response variable assuming a Poisson distribution and the covariates assuming a
normal distribution .Poisson, Negative Binomial, Quasi-Poisson and the COM-Poisson
regression models were then fit into the data sets and their average AICs compared.
The count data was simulated with varying lambda parameter of the response variable,
the values were set at 0.97, 5.97,10.97 and 15.97. Regression was performed for each of
the randomly generated data sets with the same covariates. The AICs of each of the
four models (Poisson, Negative binomial, Quasi-Poisson and COM-Poisson) were then
obtained. The mean and the variance of the simulated dependent variables were also

noted so as to check for over dispersion.

From table 1, when lambda is 0.97 for a sample size of 50 in the simulated count data set,
the average AIC for COM-Poisson model is 131.97 being the lowest while that for negative
binomial and COM-Poisson were higher, with both having AIC of 135.42 and 133.42 re-
spectively.The values of the mean(1.06) was higher than that of the variance(0.83), show-
ing a case of under-dispersion, whereby COM-Poisson was a better fit. When lambda is
0.97 and the sample size is 200, the COM-Poisson is also a better fit for a case of over-
dispersion. As the sample size increased and also as the value of lambda increased, the
AIC values of the Poisson regression model were the least. On average, the Poisson model
maintained AIC values that were lower than those of the Negative Binomial and COM-
Poisson Regression models. This can be explained by the fact that the mean and variance
values of the response variable were almost equal as the sample sizes and the lambda
values increased , thus explaining the reason why Poisson model was a better fit. For
AIC, the lower the value, the better the model fit. For a small sample size and small

mean value of the response variable, the COM-Poisson model was a better fit and most
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Table 1. AIC values for simulated data sets

Sample sizes
Poisson model
Negative Binomial
COM-Poisson
Mean(Y)
Variance(Y)

Sample sizes
Poisson model
Negative Binomial
COM-Poisson
Mean(Y)
Variance(Y)

Sample sizes
Poisson model
Negative Binomial
COM-Poisson
Mean(Y)
Variance(Y)

Sample sizes
Poisson model
Negative Binomial
COM-Poisson
Mean(Y)
Variance(Y)

When lambda=0.97

50 200
133.42 567.65
135.42 567.12
131.97 566.59

1.06 1.09
0.83 1.308

When lambda=5.97

50 200
236.7 914.52
238.64 916.52
238.69 916.29
5.8 5.84
6.94 6.095

When lambda=10.97

50 200
280.75 1059.1
282.36 1061.1

281.97 1061.104
11.2 11.45
13.878 11.41

When lambda=15.97

50 200
284.51 1127.6
286.51 1129.6

286.126 1129.547
l6.14 16.265
15.143 15.844

500
1260.6
1262.6

1262.53
0.916
0.915

500
2307.1
2309.1

2309.14
5.98
6.052

500
2625.1
2626.8

2626.866
10.802
11.293

500
2782.8
2784.8

2784.502
15.662
15.378

1000
2590
2592
2591
0.979
0.967

1000
4632.1
4633.6

4633.92
6.029
6.268

1000
5230.9
5232.7

5232.707
10.806
11.083

1000
5582.8
5584.8
5584.6
15.881
15.669
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When lambda=0.97
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Figure 1. AIC values when lambda is 0.97

preferred compared to Poisson and Negative Binomial regression models while Poisson
regression model was preferred for large counts. Therefore from these results,the inter-
pretation is that for small counts, the COM-Poisson was a better fit while Poisson model
performed better for large counts. On average the Poisson model was a better fit. These

results were explained further by a graph for AIC values against the sample sizes.

It can be seen from the simulations results that, as the sample size increases, the AIC
values also increase, implying that a smaller sample size is more preferred. Also, as the
value of lambda for the response variable increases, there is notably an increase in the
values of AIC, which can be interpreted that, the smaller the lambda, the better the model
fit.

0.4.3 Real Data Analysis
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Figure 2. AIC values when lambda is 5.97
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AIC values
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Figure 3. AIC values when lambda is 10.97
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Figure 4. AIC values when lambda is 15.97
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Average AlCvalues
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Figure 5. Summary of the average AIC values
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Data description PreP data was retrieved from the Kenya Health Information System
(KHIS) for a two month period covering March 2019 to April 2019. The number of health
facilities were 104. The focus was level IV facilities which are offering PreP services. The
104 tier 1V facilities are determined by MOH and some of the features of level IV are;
has more comprehensive services and specialized staff than a level 3 hospital. Emer-
gency, general and specialized operations are handled at the facility. Provides a?ghly
active anti-retroviral therapy (HAART), antiretroviral (ARV) prophylaxis for children born
of HIV-positive mothers, male circumcision, pelvic inflammatory disease (PID) manage-
ment, and screening for animal transmitted conditions, the facility should be built on
five-acre piece of land or an office space of approximately 2,500 square metres, have a
150- bed capacity for inpatient with 30 beds each for male, female, pediatric, antenatal
and postnatal wards.etc.

PrEP data was analyzed using R-software and the four count data models,Poisson, Neg-
ative Binomial,Quasi-Poisson and COM-Poisson were used. The results from the four
methods were compared using the Akaike Information Criterion (AIC) values. P-values
below 0.05 considered to be statistically significant. The response variable is count
data of the number of people who tested HIV positive while on PrEP. The data had six-
teen variables and in order to capture the relationship between the number of people
who tested HIV positive while on PrEP and all the regressors included in the model, we

fitted the basic Poisson Regression model as shown in table 2.

After performing a step wise regression analysis, Akaike Information Criteria was used for
model selection and the model with the smallest AIC value was preferred. The covariates

that were included in the model were;

1. The number of people screened; This is the number screened in the reporting month

for the purpose of determining their eligibility for PrEP.

2. Number initiated; This is the number of those who were starting PrEP for the first

time ever.

3. Tested HIV positive at month1 refill; This is a subset of those who tested for HIV at

month1 refill.

4. Defaulters; These are clients who were expected to come for refill on the reporting

month but they did not turn up.




Table 2. Saturated model

Estimate Std. Error zvalue P-value

Intercept 2.02963 12.56904 0.161 0.872
Screened -0.42 1.57081 -0.269 0.788
eligible for prep -0.04612 0.4729  -0.098 0.922
initiated 0.16403 0.47185 0.348 0.728
continuing 0.07684 0.48884 0.157 0.875
restarting prep -0.08075 0.49273 -0.164 0.87

currently on prep - - - -
refilled at month 1 0.12124 0.3933 0.308 0.758
tested for HIV at month 1 refill - - - -
HIV+ at month 1 refill -0.30671 1.11873 -0.274 0.784
refilled at month 3 0.16179 0.44659 0.362 0.717
tested for HIV at month 3 refill - - - -
HIV+ at month 3 refill -0.20308 1.12431 -0.181 0.857
diagnoised with STIs while on prep  -0.06733 0.50654  -0.133 0.894

discontinued prep this month - - - -

recurrent use of prep 0.02938 0.42948 0.068 0.945
defaulters 0.3395 0.41344 0.821 0.412
AIC 236.93

Table 3. Final model

Estimate Std.Error Z value P-value

Intercept -0.7001 0.7369 -0.95 0.342
Screened -0.1519 0.3073 -0.494 0.621
Initiated 0.1898 0.3765 0.504 0.614

HIV+ at month1 -0.4695 -0.4695 -0.559 0.401
Defaulters 0.3275 0.3565 0.919 0.358
AlIC 221.31
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Figure 6. frequency distributions of the response and the explanatory variables
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Table 4 gives a summary results of the Poisson, Negative binomial and COM-Poisson
regression models. The Quasi-Poisson model, being semi-parametric does not generate
AIC values and therefore its results were not included in the summary, it was a control

model in the study.

From the Poisson regression model results, given the p-values, there was no significant
association between the mber of people who tested HIV positive while on PrEP and
The number screened, the number initiated, mber of people who tested HIV positive
at month 1 refill and Defaulters. The Poisson model AIC value was lower than that of the
Negative Binomial implying that Poisson model was a better fit compared to Negative
binomial regression model.

From the égative binomial and the COM-Poisson regression models results, the same
results were observed with all the covariates included in the model having no significant
association with the response variable. The AIC value@r the COM-Poisson regression
model was the lowest indicating that the best model for analyzing PrEP data in Kenya is

the COM-Poisson Regression model.
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Table 4. Summary results for the models

Poisson model Negative Binomial COM-Poisson

gimate S p-value Estimate S.e p-value Estimate S.e

(Intercept) -0.7 0.737 0.342 -0.7 0.737 0.342 -36.955 8699.82
Screened -0.152  0.307 0.621 -0.152 0.307 0.621 -8.976 7565.15
Initiated 0.19 0.377 0.614 0.19 0.377 0.614 8.021 8875.11
HIV+at month1 -0.47 0.559 0.401 -0.47 0.559 0.401 8.065 NaN
Defaulters 0.328 0.357 0.358 0.328 0.357 0.358  75.3914 NaN
AIC values 221.31 223.31 12

Discussion and Conclusion

Simulations

There are very few studies in literature evaluating and comparing performance of models
using simulated data. Unlike in this study where our focus was to compare simulated data
sets which vary in terms of sample size and the lambda parameter of the response vari-
able, Muoka et al(2016) used simulated data sets with different proportions of zero;from
their results Negative binomial model fitted better to over dispersed data with fewer ze-
roes while the Hurdle model fitted better in data sets with more zeroes.The few studies
that used simulation studies majorly focused on zero-inflation which was not our main
focus in this study.

From the simulation results in this study, the conclusion is that, the models that were
most preferred had small sample sizes and small lambda parameter for the response vari-
able. The COM-Poisson fitted well for under-dispersed data while the Poisson model was

a better fit for large counts.
PrEP data

The main focus of this study is to compare the regression models; Poisson Regression

Model, Quasi-Poisson Regression model Negative Binomial Regression Model, and Conway-

Maxwell Poisson regression model in order to determine a better model which can be used
in modeling HIV sero-conversion among PrEP users in Kenya. The criterion for selection

of the best model used was Akaike Information Criterion (AIC) whereby the best model is

p-value
0.997
0.999
0.999

NaN

NaN
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the one that has the smallest AIC value. Based on the result on Table 7 above, the model
with the smallest AIC is the 90M—P0i550n Regression model. Therefore, the best model
for analyzing PrEP data in Kenya is the COM-Poisson Regression model.

Limitation of the study

One of the limitations in this study was lack of documented literature of studies that have
used Generalized Linear Models for count data to model PrEP data. Also, the interpreta-
tion of the results generated from simulated data can only be limited to the conditions

set in this study while simulating the data.
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