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ABSTARCT  

___________________________________________________________________________________________ 

Biogas is a gas produced by decomposition of organic matter by microorganisms in an environment 

devoid of oxygen via hydrolysis, acidobenesis, acetogenesis and methanogenesis.  Biogas is mainly 

made up methane and carbon dioxide, whose proportions vary depending of the substrate used and 

the condition in the bio-digester. Due to the presence of carbon dioxide, raw biogas contributes to 

global warming and lowers the calorific value of the utility gas while the trace element hydrogen 

sulfide, is not only a corrosive gas, but a health hazard to the handlers. This increases storage and 

handling costs and costs, the costs incurred when seeking medical attention. To its calorific value, 

the gas is upgraded from one of a modest methane content of 40 to 60% to biomethane of more 

than 95% methane by sequestrating carbon dioxide and hydrogen sulfide in processes like physical 

absorption, chemisorption, pressure swing adsorption and membrane separation.  

The objective of this investigation is to optimizes biogas upgrading in a packed column by 

enhancing mass transfer of CO2 molecules across the phases. The absorption is enhanced by the 

chemical reaction between CO2 reacts with dilute aqueous sodium hydroxide solution in the liquid 

phase. In the absorption, the effects of four non-associating factors on the overall mass transfer 

coefficient were separately investigated using the ratio of carbon dioxide mole fraction in the gas 

feed to the column to that of the effluent gas. This was done by varying one factor while keeping 

the other factors constant and the overall mass transfer coefficient 𝐾𝑦𝑎𝑒, ccalculated. The factors 

considered were the gas superficial velocity 𝑢𝑦, the solvent superficial velocity 𝑢𝑥, solvent 

concentration 𝐶𝑥 and carbon dioxide mole fraction in the gas feed to the column 𝑦𝑎. Using the 

𝐿934orthogonal array of the Taguchi method of optimization, the column’s optimum operating 

condition was established. This was achieved by transforming the overall mass transfer coefficient 

for each trial to the signal-to-noise ratio (𝜓) using the “larger-the-better” objective function.  

The results showed that the optimum operating condition of posted a signal-to-noise ratio of 

−1.5539, which is equivalent to an the overall mass transfer coefficient of 0.8444 𝑚𝑜𝑙 𝑚3. 𝑠⁄ . 𝑃𝑎. 

It was also found that the influence of the factors on the response parameter was in the order 𝑢𝑥 >

𝐶𝑥 > 𝑦𝑎 > 𝑢𝑦 where the influence of 𝑦𝑎 and 𝑢𝑦 on the absorption process is insignificant. This 

trend implies that CO2 flux across the gas-liquid interface is greatly influenced by the effective area 

𝑎𝑒, that is a function of turbulence in the liquid phase. The finds here can applied in biogas 

production units where the column is directly connected to the raw gas line from the digester, and 

operated with a high liquid-to-gas (𝐿 𝐺⁄ ) ratio. The high ratio would be sufficient in eliminating the 
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need of chemisorption thereby making the process a purely a physical process while still retaining 

the benefits of eliminating the health hazard associated with biogas, increase its calorific value and 

reduce CO2 emission a remedy of global warming.         

Keywords: - Biogas, absorption, overall mass transfer coefficient, carbon dioxide, packed column, 

Taguchi method, solvent superficial velocity. 
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CHAPTER ONE-INTRODUCTION 
_________________________________________________________________________ 

1.1. Background  

A picture of the world’s energy system shows a high degree of dynamism, with dramatic falls in 

the cost of key renewable technologies, upending traditional assumptions on relative costs. The recent 

past, changes in the global energy system caused by an increase in demand of renewable energy has been 

realized, necessitated by the decline in the costs of technologies used in production processes. This has 

been brought about by a growing shift towards the use of electricity in energy provision the world over, a 

profound change in China’s economy and energy policies that have moved consumption away from coal 

and the continued surge in shale gas and light oil production in the United States. The International Energy 

Agency (IEA) clearly puts it into perspective (IEA, 2017). Due to this scenario, stagnation has been 

experienced in the global carbon dioxide emission in the last four years and focus is now on clean energy 

production that China has been roped in.  

However, the energy picture in Sub-Saharan Africa is not as bright. With a total population of 

1.216 billion, 620 million have no access to electricity and nearly 780 million use hazardous and inefficient 

sources of energy for cooking and in the process expose women and children to the health hazards 

associated with the use of unclean fuels (IEA, 2014). High prices, insufficient and unreliable energy pose 

a challenge for those who do have access to clean/modern energy sources. Increasing access to modern 

and reliable energy supply can increase the economic growth in sub-Saharan Africa and improve standards 

of life. Although the energy resources existing in the region are more than sufficient to meet the demand, 

it is poorly developed and unevenly distributed necessitating the need of regional energy integration. If 

the abundant renewable energy potential were to be properly harnessed, we would be in a position to 

generate 40 percent of all our power needs from renewable sources ranging from large hydropower dams 

to mini-and off-grid solutions in more remote areas of the continent by the year 2040 (IEA, 2014).  

In Kenya, the three main sources of energy are biomass, petroleum and electricity representing 69, 

22 and 9 percent of the total energy supply respectively. The percentage of biomass is high as it is the 

main source of fuel for the rural population and according to the Global Legal Insights report of 2018, 

83% of the population is believed to rely on biomass for energy provision. The country’s vision 2030 blue 

print recognizes that energy is important to the economic, social and political of the country. 

Although availability of improved domestic stoves in Kenya is high as compared to other countries 

in the region, 69 percent of all households still use open fire for cooking which is very inefficient.  The 
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current renewable energy generation account to only 5% of the country’s potential, necessitating its 

promotion across all sectors of society (Power Africa, 2015). In Kenya, biomass contributes 70 percent of 

the country’s total energy demand, providing more than 90 percent of all rural household energy needs.  

This include charcoal, wood and agricultural waste with new frontiers being explored is the improvement 

of energy generation using forest and agro-industry waste like bagasse. An example is the co-generation 

of energy form sugarcane bagasse by the sugar industries in sugarcane growing regions of western Kenya 

(ERC, 2018).  

Substantial amount of biogas can be produced from the country’s abundant municipal and 

agricultural waste with projected estimates being 1,000 MW. This gas is made up of several gasses and is 

produced by anaerobic digestion of biomass in a bioreactor. Of the constituent gasses, methane (𝐶𝐻4), 

and hydrogen (𝐻2),  are the only combustible components, while carbon dioxide (𝐶𝑂2) and the other 

minor components as the non-combustible components. Table 1.1 shows the content of biogas produced 

in bio-digesters using different substrates.   

The primary use of the anaerobic digester (AD) is the provision of biogas used to fire domestic 

stoves mainly in farming communities but newly developed technologies have enabled internal 

combustion engines to run on purified biogas or bio-CNG (Rau et al., 2017). A secondary use is in solid 

waste management, contributing to the global campaign against greenhouse gas emission from landfills 

which is a source of wild 𝐶𝐻4 and 𝐶𝑂2 . The AD have the ability to adequately manage leachate from 

landfills, which contaminates ground water with organic and inorganic contaminants (Mir et al., 2016). 

For an efficient use of the biofuel, the AD must incorporate technologies for upgrading the raw gas by 

sequestrating 𝐶𝑂2 and 𝐻2𝑆 to produce biomethane, a less harmful gas with a higher calorific value.  

  

1.2. The problem statement  

Due to the presence of CO2 and H2S in biogas, the efficiency of the gas is lowered and contributes 

to global warming as CO2 is a greenhouse gas (GHG) and while H2S poses a health risk to the primary 

user. Raw biogas has an average lower calorific value (LCV), of 19.5 MJ/kg, which is the sum of the 

contributions from the combustible gasses, CH4 and H2S. On the other hand, biomethane, purified form 

of biogas, has an LCV of 52 MJ/kg which is 2.7 times that that of raw biogas as presented in Table 1.2 

(Green brick eco-solutions, 2014). The difference is brought about by the non-combustible components 

which acts as heat sinks, reducing the thermal efficiency of the combustion. Anthropogenic emission of 

CO2 has grown steadily from the advent of industrial revolution leading to a considerable increase in 
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global temperatures. The trend is presented in 1.1. H2S on the other hand is a corrosive gas that increases 

maintenance cost in machinery powered by biogas with H2S content exceeding 100 ppm (Villanueva et 

al., 2014). The United State Department of Labor (USDL, 2016) have set a safe concentration threshold  

 

Table 1. 1:  Composition of biogas, showing the gas compositions from three different feedstock  

Component Agricultural 

Waste (%) 

Landfill 

(%) 

Industrial 

Waste  

(%) 

Desired  

Composition 

(%) 

Methane  50-80 50-80 50-70 >70 

Carbon Dioxide 30-50 20-50 30-50 <10 

Water Saturated Saturated Saturated N/S 

Hydrogen  0-2 0-5 0-2 <0.01 

Hydrogen Sulfide 7 0-1 0-8 N/S 

Ammonia Trace Trace Trace N/S 

Carbon Monoxide 0-1 0-1 0-1 N/S 

Nitrogen 0-1 0-3 0-1 N/S 

Oxygen 0-1 0-1 0-1 N/S 
 

Adapted from:  Removal of H2S and CO2 from Biogas by Amine Absorption.  by J. Huertas, I. N. Giraldo and S. Izquierdo, 2011.  

Automotive Engineering Research Center-CIMA of Tecnologico de Monterrey, Mexico, http://www.intechopen.com/books/mass-

transfer-in-chemical-engineeringprocesses/removal-of-h2s-and-co2-from-biogas-by-amine-absorption, [Accessed February 5-

2018]. 

 

Table 1. 2:  A Comparison of some parameters of Biogas and Biomethane 

 Biogas Biomethane 

Methane 55 - 65 percent 92 – 98 percent 

Carbon Dioxide (v/v) 35 – 45 percent 2 – 8 percent 

Hydrogen Sulfide (ppm) 500 – 30,000 < 20 

Moisture (ºC dew point) Saturated < - 40 ºC 

Other impurities Present Not Present 

Calorific Value (LCV) 19,500 kJ/kg 52,000 kJ/kg 

 
Adapted from: Renewable Natural Gas - Bio CNG.  By Greenbrick eco-solutions, 2014. 

www.gbes.in  [Accessed February 3-2018] 

 

level at 20 ppm for closed rooms. This is not met by raw biogas. Exposure to the gas at high concentration 

may result in loss of consciousness, coma, respiratory paralysis, seizure and the risk of spontaneous 

abortion or death (Kari Hemminki and Marja-Liisa Niemi, 1982; ATSDR, 2010).  

These challenges can be addressed by upgrading the raw gas using processes like packed column 

absorption, pressure swing adoption, membrane separation, cryogenic upgrading or the in-situ methane 

enrichment. In all these processes, a packed absorption column is most applicable in a small biogas 

production plant in farming communities or institutions (Vienna Institute of Technology. 2012).  
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Figure 1. 1: Global anthropogenic Carbon Dioxide emission in the last 60 years. 

Adapted from: The National Oceanic and Atmospheric Administration 

(NOAA) 
    

1.3. Justification 

Biomethane, a more purified form of biogas, is a cleaner gas as it has lower carbon emission, has 

an increased calorific value. Due to its reduced volume and corrosively, cost associated with handling, 

storage and equipment maintenance will reduce considerably. It will be less harmful to the user of the 

utility gas thereby reduce medical bill for family units and the central government.        

1.4. Objectives 

1.4.1. Overall objectives 

The overall objective of this study is the optimizing biogas upgrading in a packed absorption by 

enhancing mass transfer of CO2 molecules.   

1.4.2. Specific objectives  

The following specific objectives are set in order to realize the overall objective.     

i. Evaluate the effect of the column variables on the effective mass transfer area and subsequently 

the overall volumetric mass transfer coefficient,   

ii. Determine the optimal combination of the select column variables that maximizes the overall 

volumetric mass transfer coefficient.  

iii. Compare the calorific value of the raw gas to the gas upgraded under the optimal conditions in II 

above.  
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iv. Develop a mathematical model describing 𝐶𝑂2 profile in the packed bed as function of gas 

superficial velocity.         

1.5. The Scope and Limitations  

This experimental study investigated the effect of a set of column variables (experimental factors) 

on the overall mass transfer coefficient 𝐾𝑦𝑎𝑒. This was done by measuring 𝐶𝑂2 mole fraction  in the gas 

to and from the column and this data is used to calculate the 𝐾𝑦𝑎𝑒. The effect of the individual factors 

forms the basis of optimization process using the Taguchi method of optimization.   

Although solvents with higher enhancement factors 𝛽, are available, this experimental 

investigation restricted itself to aqueous sodium hydroxide solution 𝑁𝑎𝑂𝐻, as the solvent of choice. 

Literature has it that high temperature and pressure increases 𝐾𝑦𝑎𝑒, but this study restricted itself to 

operations at standard temperature and pressure STP. This restriction was necessitated by the fact that 

high temperature and pressure introduces an element of complexity in the column design and adoption of 

the technology in micro-absorption columns would not be feasible.   

** 
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CHAPTER TWO-LITERATURE REVIEW 
_________________________________________________________________________ 

2.1. Introduction 

Over the last few decades, anthropogenic greenhouse gas (GHG), emission has contributed to the 

spiraling global temperatures substantially. This, together with the economic benefits of using biomethane 

has made researchers embark on developing processes for biogas upgrading by employing novel 

technologies for 𝐶𝑂2 and 𝐻2𝑆 sequestration. A literature review of biogas production and the absorption 

processes is given in this chapter while that of the governing principles is given in chapter four  

2.2. Biogas production process. 

By comparison, the tropics is richer in biomass than other geographic regions or the world, leading 

to large amount of biomass being generated from agricultural waste, forestry and food industries.  This 

brings into fore the opportunity to increase energy production by conversion of the biomass into bioenergy 

using ADs.   

In the ADs, four main reactions take place that complete biogas production process. These are 

hydrolysis, acidogenesis, acetogenesis, and methanogenesis (Muzaffar et al., 2016). An analysis of what 

transpires in the bioreactor shows that the gases are formed by respiration of the decomposer 

microorganism acting on the substrate in an environment devoid of oxygen (Masebinu et al., 2014). The 

conversion can be divided into four steps (Jørgensen.  2009; Grande, 2014 ). 

1) Hydrolysis: Here complex organic molecules are hydrolyzed into smaller units like sugars, amino 

acids, alcohols and fatty acids. 

2) Acidogenese: Here acidogenic bacteria further breaks down the molecules into volatile fatty acids, 

NH3, H2S and H2  

3) Acetanogese: The acetanogens transform the molecules into CO2, H2 and acetic acids, 

4) Metanogese: Finally, methanogenic archaea transform H2 and acetic acid into CO2, CH4 and water 

vapor.       

On average biogas produced in these bioreactors are primarily composed of 55% 𝐶𝐻4, 35-45% 𝐶𝑂2 

with smaller amounts of 𝐻2𝑆 and ammonia (𝑁𝐻3) (Kasikamphaiboon et al., 2013; abdeena et al., 2017). 

There is usually an element of stability in these ratios, however, the ratios can be varied by the conditions 

in the bioreactor, namely, process imbalance and the substrate composition, temperature, pH and pressure. 

This is why biogas from different sources show variation in 𝐶𝐻4 content. For substrates made up of 
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carbohydrates, glucose, simple sugars and large molecules such as cellulose and hemicellulose, the 𝐶𝐻4/ 

𝐶𝑂2 ratio in the gas is high (Orhorhoro and Atumah, 2018).  

2.3. Upgrading 

 Upgrading is the process of increasing the 𝐶𝐻4/ 𝐶𝑂2 ratio in the raw gas. This important step to be 

incorporated as the final step in biogas production as 𝐶𝑂2 acts as a heat sink during combustion of the fuel 

gas. The objective of upgrading is to reduce 𝐶𝑂2 content in the raw gas resulting in a considerable increase 

in LCV of the gas (Greenbrick eco-solutions, 2014). Three fully developed technologies can be used in 

upgrading. The first is pre-combustion capture, involving reaction of the fuel with oxygen or air and/or 

steam to give synthesis gas (syngas) or fuel gas composed mainly of carbon monoxide (CO) and hydrogen. 

The CO is then reacted with steam in a catalytic reactor (the shift converter) to give CO2 and more hydrogen 

(H2) (Jansen et al., 2015). A physical or chemical absorption process is then used to sequestrate CO2 leaving 

behind a hydrogen-rich fuel.    

The second one is oxy-combustion where combustion of the gas is done in pure oxygen from 

separating oxygen from air and recycled flue gas. Research has found that this technology increases the 

flue gas under oxy-coal combustion suggests that great potential for reducing CO2 emission through carbon 

capture and storage (Hou et al., 2020). This technology is more applicable in coal combustion and high 

capital and operating costs. The third technology is post-combustion capture where CO2 is captured from 

the flue gasses generated after combustion of biogas.  

Due to the corrosively and health hazards associated with H2S the need to reduce storage and 

handling, and elevate the calorific value a pre-combustion is considered in this study. There are several 

pre-combustion methods that can be used in purifying and upgrading the raw gas. They include physical 

or chemical absorption, pressure swing adsorption, biological treatment and cryogenic separations (Abdeen 

et al., 2017). The best technology to choose is based on the specific parameters at the plant such as the 

availability of cheap heat and the cost of electricity. 

Cryogenic upgrading makes use of the distinct boiling/sublimation points if the different gasses 

particularly fit the separation of carbon dioxide and methane. The raw gas is cooled to the temperatures 

where carbon dioxide in the gas, with a sublimation point of 194.65 K, condenses or sublimes and its then 

separated as a liquid or a solid fraction while methane accumulates in the gas phase. High pressures and/or 

low temperatures are needed to sublime CO2 when in a mixture with CH4 . Biogas is first cooled to 17 – 

26 bars and then cooled to -25℃ where water, hydrogen sulphide,  Sulphur dioxide, halogens and siloxane 

are removed. Further cooling is needed to remove CO2 either as a liquid or a solid. This method is therefore 

energy intensive.   
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Pressure swing adsorption is the second most employed technology. Here, biogas is compressed to 

a pressure of between 4 and 10 bar and feed to a column lined with a porous adsorbent, mainly carbon 

molecular sieves, that selectively retain CO2 and H2S. leaving the column is a product rich in CH4 .         

Of these technologies, absorption in a packed column has shown great potential in upgrading biogas 

due to its simplicity. The process can be carried out at ambient temperature, has a relatively low pressure 

drop, capable of achieving high mass transfer efficiencies, has a low capital cost and occupies a small floor 

space. 

In designing the column, accurate models are required to predict both the pressure drop and the 

dual mass transfer coefficients. The models are usually semi-empirical that accounts for the specific 

geometry of the packing (Flagiello et al., 2021). The process may either be physical or chemical absorption, 

differentiated by the reactivity of CO2 and the solvent molecules that affects the CO2 flux, which is also 

influenced by the concentration gradient in the gas film and the effective area 𝑎𝑒 (Coulson and Richardson, 

1991, Abdeen et al., 2017).  

Different theories and experimental evidence on mass transfer in packed columns have been 

developed over the years, are specific for the type of packing used and provide the predictive correlations 

for the respective coefficients per unit surface area in the gas and liquid films, 𝑘𝑦and 𝑘𝑥, the effective area 

for mass transfer (𝑎𝑒). The correlations are usually based on the average, Reynolds, Froude, Kapitza, Graetz 

and Weber numbers for the liquid, the Reynolds and Schmidt numbers for the gas, the characteristic 

dimensions of the packing i.e. the hydraulic diameter, specific volume and surface area, corrugation angle 

and the void fraction (Flagiello et al., 2021).  The physical properties of the fluids like the molecular weight, 

density, viscosity, surface also have an influence on the mass transfer model.  

2.4. The choice of solvent  

The performance of the column is based on maximization of the overall mass transfer coefficient. 

𝐶𝑂2 absorption capacity of 𝑁𝑎𝑂𝐻 solution has been  found to be approximately 1.4 times that of methyl-

ethanolamine MEA, and in addition, 𝑁𝑎𝑂𝐻 is more abundant, cheaper and more familiar than MEA (Yoo 

et al., 2013). With the gas and solvent flowing in a co-currently, negligible liquid partial pressure, it was 

observed above 99% level of significance, that temperature, design of the packing and the column’s 

hydrodynamics were the only parameters that affect 𝐾𝑦𝑎𝑒. Using an  aqueous 𝑁𝐻2 solution and employing 

the two-film model, transfer of 𝐶𝑂2 molecules greatly depends on the resistance in the liquid film, and the 

concentration of the solvent (Nair and Selvi, 2014). The effect if the ratio of Methyl-

diethanolamine/piperazine (MDEA/PZ) on the emulsion stability and 𝐶𝑂2 absorption in a rotary column 
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been investigated (Najib et al., 2015). It showed that 8% v/v span-80 produces a stable emulsion able to 

absorb 60.3% 𝐶𝑂2. In the presence of methane, 54.1 % of carbon dioxide and 13.2 % of methane was 

removed from the 𝐶𝑂2 𝐶𝐻4⁄  gas mixture. Although they concluded that the process was a promising 

technique for 𝐶𝑂2 sequestration, a considerable amount of 𝐶𝐻4 is absorbed along with 𝐶𝑂2. 

Using a mixture of piperazine and 2-amino-2-methyl-1-propanol (AMP) in a wetted sphere 

absorption apparatus at a flow rate in the range 0.55 to 3.35 kMol/m3 , a temperature range of 30 to 40ºC 

and piperazine of concentrations 0.058, 0.115 and 0.233 kMol/m3, an increase in piperazine increases the 

rate of absorption by increasing the enhancement factor 𝛽 ( Seo and Hong, 2000).  This is attributed to the 

contribution of the zwitterions deprotonation and the direct reaction of piperazine with 𝐶𝑂2.   

In a physical absorption, with an increase in biogas flow rate from 1.0 to 1.5 m3/h, the rate of 

absorption increased initially but decreased thereafter (Vijay et al., 2006) and at a flow rate of 1.5m3/h and 

inlet pressure of 1.0 MPa, absorption of 𝐶𝑂2 molecules increases considerably to as high as 99% and as 

the pressure was increase the rate of absorption remained constant. This figure is bound to reduce when 

using a spray column due to its low efficiency (Lin et al., 2011).    

Column efficiency increases with solvent concentration but reduces with increase in gas superficial 

velocity and the ratio of solute to solvent have different optimum values. Increasing the solvent flow rate 

and the operating temperature increases 𝐾𝑦𝑎𝑒 (Yincheng and Wenyi, 2011; Ndiritu et al.,2013; Xu et al., 

2016). The same conclusion is drawn from a column packed with Sulzer DX-type packing, 2-(diethyl 

amino) ethanol (DEEA) as the solvent and a lean 𝐶𝑂2 gas (Xu et al., 2016). Computer simulations have 

shown that of the widely used solvents, MEA solution performs better as it demonstrates desirable energy 

performance and resists solvent degradation (Young et al., 2016). Considering 𝐶𝑂2 absorption vis-à-vis 

the concentration and temperature of the solvent for 𝑁𝑎𝑂𝐻, MEA and AMP solutions, AMP solution has 

been found to be having a high absorption capacity (Tontiwachwuthikul et al., 1992).  

Although many absorption micro models assume that in the column, there exists a liquid bulk, some 

systems are characterized this liquid bulk. When a very thin layer of liquid flows over a solid surface, 

application of the penetration model with slight modification to differentiate systems with or without a 

liquid bulk in physical absorption and chemisorption of the first and second order reactions show that the 

models apply to all systems regardless of the status of the liquid bulk provided there is a substantial film 

thickness (Van Elk et al., 2007). Application of the penetration theory and the hydrolysis reaction was 

faster than the contact times involved and the theory holds in columns containing spheres even if there is 

little mixing of the surface layers with the bulk (Lynn et al., 1955). 
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2.5. Process optimization  

The influence of any of the chosen column variable on the outcome of optimization process is 

evaluated using the orthogonal arrays (OA) where the order of influence is established together with the 

optimum conditions using the signal-to-noise ratio (𝜓) observed (Nalbant et al., 2007; Mehrara et al., 2012; 

Fei et al., 2013; Shahavi et al., 2016;  Mehryar et al., 2017; Durakovic, 2017; Davis and John, 2018). 

 On analyzing the influence of multiple factors on the response parameter, Chen and Lin, (2018) 

used solvent pH, gas flow rate (𝑄𝑦), liquid temperature (𝑇) and solvent concentration (𝐶𝑥), as the 

experimental factors in optimizing CO2 absorption in a packed column. Their signal-to-noise ratio analysis 

showed that the influence of the factors on the column performance is in the order pH > 𝐶𝑥 > 𝑄𝑦 > 𝑇.  In 

his analysis, Abdeen et al., (2017) concluded that the optimum molar ratio of liquid-to-gas flow in a packed 

column is approximately 18. 

2.6. Conclusions 

From this literature review;  

i. The solvent temperature, solvent concentration, fluids volumetric flow rates and the type of 

packing used in the column are the most important factors to be considered when optimizing a 

packed absorption column.  

ii. Since temperature is an important parameter in any chemical, biological or physical processes, 

it greatly influences absorption of 𝐶𝑂2 and it varies with the type of solvent used. This is due 

to variation in the activation energy in the reaction between the solvent and 𝐶𝑂2 molecules.   

iii. High solvent flow rate increases the rate of absorption, while high gas flow rate has reduced 

the absorption rate.  

iv. An increase in the solvent concentration increases the rate of 𝐶𝑂2 absorption as the rate of 

diffusion of the solute molecules at the interface increases.   

It has been reported that gas purity is a function of the liquid-to-gas ratio and other factors like the 

column height 𝑍  the gas volumetric flow rate 𝑄𝑦 and the pH of the solvent  pH, solvent. The combination 

of the superficial velocities and the concentration of the streams can be considered as a gap that has not 

been investigated substantially. This has informed the decision to jointly investigate the four factors in 

optimizing biogas upgrading in a packed column   

 

**
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CHAPTER THREE- THE THEORETICAL FRAMEWORK 
________________________________________________________________________ 

3.1. An overview  

Kinetic separation of a gas mixture is a process that capitalizes the difference in diffusivities of the 

constituent gases and the preferential absorption potential by a liquid solvent.  Special consideration is 

given to mass transfer resistance of the diffusing gas’ molecules in a region adjacent to the interface 

between the two phases when modelling the non-equilibrium packed column using the equilibrium 

isotherms as the driving force (Shafeeyan et al., 2014). This chapter presents the theory behind gas 

absorption in a packed column and the guiding principles.   

3.2. Chemical kinetics of absorption process 

3.2.1. The diffusion coefficients  

The relative diffusivity of gasses in the gas phase and the absorption capacity of the absorbing 

solvent is the basis of gas separation. Molar flux 𝑁, is a parameter that is directly proportional to the 

diffusivity of the diffusing gas assuming that the gas is the only diffusing gas in the dispersed phase and 

its partial pressure gradient in the direction of diffusion 𝑧. In this case, 𝐶𝑂2 and its molar flux is represented 

by Fick’s law of diffusion in Eq. 3.1 (Coulson and Richardson, 1992).       

𝑁𝐶𝑂2
= −𝐷𝐶𝑂2

𝑑𝑃𝐶𝑂2

𝑑𝑧
                                                                                                            (3.1) 

 

Assuming that 𝐶𝑂2 and 𝐶𝐻4 are the only gasses in the dispersed phase, 𝐷𝐶𝑂2
 is the diffusivity,  

𝑘𝑚𝑜𝑙. 𝑚−2𝑠−1, for 𝐶𝑂2 in 𝐶𝐻4, applicable in lean 𝐶𝑂2 concentration, 𝑑𝑃𝐶𝑂2
𝑑𝑧⁄  is the change 

concentration of solute 𝐶𝑂2 along the distance of diffusion 𝑧, (𝑘𝑚𝑜𝑙 𝑚−3𝑚−1). However, at high 

concentration, the flux increases due to bulk flows in the phase and is refered to as the drift factor, which 

is the ratio of the total concentration of all the gasses in the gas phase to the concentration of the non-

diffusing gas (𝐶𝑇 𝐶𝐶𝐻4
⁄ ). Factorizing the drift factor in the Fick’s law equation, the flux is then by:    

𝑁𝐶𝑂2
= −𝐷𝐶𝑂2

(
𝐶𝑇

𝐶𝐶𝐻4

)
𝑑𝑃𝐶𝑂2

𝑑𝑧
                                                                                             (3.2)
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The diffusion coefficient 𝐷𝐶𝑂2
 is specific to the composition of the gas phase and is evaluated  using 

various predictive models like the Stefan-Maxwell hard sphere model in Eq. 3.3 (Lynn et al.,1955). 

   𝐷𝐶𝑂2
=   {

(4.3×10−4)𝑇1.5(
1

𝑀𝐶𝑂2
+

1

𝑀𝐶𝐻4
)

0.5

𝑃(𝑉𝐶𝑂2

1
3⁄ +𝑉𝐶𝐻4

1
3⁄ )

2 }                                                                         (3.3) 

Where 𝑇 is the absolute temperature in Kelvins (𝐾), 𝑀𝐶𝑂2
 and 𝑀𝐶𝐻4

, are the molecular masses of gases 

𝐶𝑂2 and 𝐶𝐻4 respectively, 𝑃 is the operating pressure in 𝑁 𝑚2⁄ , 𝑉𝐶𝑂2
 and 𝑉𝐶𝐻4

 are the respective 

molecular volumes obtained by Kopp’s law of additive volumes. If the solvent is pure water, CO2 diffusion 

coefficient is largely dependent on the operating temperature and is defined by Eq. 3.4 (Dragan, 2016). 

 lg 𝐷𝐶𝐻4∙𝑥
𝑂 = −8.1764 + (

712.5

𝑇
) − (

2.591 × 105

𝑇2
)                                                   (3.4) 

where 𝐷𝐶𝑂2∙𝑥
𝑂  is the diffusivity of CO2 in pure water,  

𝑇 is the operating temperature.  

In aqueous 𝑁𝑎𝑂𝐻 solution, the diffusivity is a function of the concentration of the solvent given by Eq. 

3.5. 

𝐷𝐶𝑂2∙𝑥 = 𝐷𝐶𝑂2∙𝑥
0 ∙ {

𝜂𝐻2𝑂

𝜂𝑁𝑎𝑂𝐻
}

0.637

                                                                                           (3.5) 

3.2.2. The reaction mechanism 

During absorption 𝐶𝑂2 molecules are partially transported from the bulk of the gas phase to the 

bulk of the liquid phase, reacting with 𝑁𝑎𝑂𝐻 in a reaction zone which, depending on the concentration of 

the solvent, is located either in within the liquid film or in the bulk of the liquid. The reaction commences 

by physical absorption of 𝐶𝑂2 into the aqueous solution as given in Eq. 3.6 (Yoo et al., 2012). 

𝐶𝑂2(𝑔)  → 𝐶𝑂2(𝑎𝑞)                                                                                                           (3.6) 

At the same time, the aqueous 𝑁𝑎𝑂𝐻 solution in the liquid film, being a strong alkaline solution, 

dissociates into the respective ions.    

𝑁𝑎𝑂𝐻 → 𝑁𝑎+ + 𝑂𝐻−                                                                                            (3.7) 

The aqueous 𝐶𝑂2 then reacts with the hydroxide ions to form bicarbonate and carbonate ions via Eqs. 3.8 

and 3.9.   
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𝐶𝑂2(𝑎𝑞) + 𝑂𝐻(𝑎𝑞)
−  ⇌ 𝐻𝐶𝑂3(𝑎𝑞)

−                                                                                 (3.8) 

𝐻𝐶𝑂3(𝑎𝑞)
− + 𝑂𝐻(𝑎𝑞)

− ⇌ 𝐻2𝑂(𝑙) + 𝐶𝑂3(𝑎𝑞)
2−                                                                   (3.9) 

These two reactions are reversible, exothermic in the forward direction and are both are characterized by 

high reaction rates at high pH values. Since Eq. 3.9 is instantaneous, Eq. 3.8 is considered to be rate 

controlling reaction (Yincheng et al., 2011).  

In the early stages of the absorption process, the alkalinity of the solvent makes the reaction in Eq. 

3.9 predominant and increasing the concentration of the carbonate ions relative to the bicarbonate ions in 

the liquid phase (Yoo et al., 2012). The two reactions rapidly decrease the hydroxide concentration while 

increasing the concentration of carbonate ions. The initial net irreversible reaction is of the second order 

given by Eq. 3.10 (Yincheng et al., 2011). 

2𝑁𝑎𝑂𝐻(𝑎𝑞) + 𝐶𝑂2(𝑔) → 𝑁𝑎2𝐶𝑂3(𝑎𝑞) + 𝐻2𝑂(𝑙)                                                        (3.10) 

However, with time, more 𝐶𝑂2 molecules are absorbed through the interface leading to the depletion of 

the hydroxyl ions thus and increasing the concentration carbonate ions vial Eqs. (3.8) and (3.9). Going by 

the Le Chatelier’s principle, an increase in carbonate ions favors the reverse of reaction in Eq. (3.9), 

leading to a favorable forward reaction in Eq. 3.8 (Yoo et al., 2012). The net effect is a decrease in 

concentration of bicarbonate ions and the pH of the solution. The overall absorption process is then 

represented by Eq. (3.11).  

𝑁𝑎2𝐶𝑂3(𝑎𝑞) + 𝐶𝑂2(𝑔) + 𝐻2𝑂(𝑙) → 2𝑁𝑎𝐻𝐶𝑂3(𝑎𝑞)                                                    (3.11) 

At equilibrium, an increase in 𝐶𝑂2 may be absorbed to make up for the shortage of physically 

unabsorbed 𝐶𝑂2 in water during the reaction (Yoo et al., 2012). If aq 𝑁𝑎𝑂𝐻 solution is the limiting 

reactant, absorption of 𝐶𝑂2 is summarized by Eq. 3.12, which is the net reaction of Eq. 3.10 and 3.11.      

𝑁𝑎𝑂𝐻(𝑎𝑞) + 𝐶𝑂2(𝑔) → 𝑁𝑎𝐻𝐶𝑂3(𝑎𝑞)                                                                   (3.12) 

3.2.3. The reaction rate constant 

For the elementary reaction, represented by Eq. 3.10, assuming constant temperature, the rate of 

reaction remains constant and any change in the reactivity is attributed to change in the activity of the 

reacting species (Stolaroff et al., 2008). This reaction is represented by a rate constant 𝑘𝑂𝐻−, and is a 

relatively fast reaction, enhancing mass transfer of 𝐶𝑂2 molecules across the interface. This rate depends 

on the availability of counter ions (𝛼+) and is limited to low temperatures with values showing diversity 

and scattering especially for a second-order rate constant (Gondal, 2014). To accommodate high solvent 
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concentration and the non-ideality behavior of a system caused by the scattering. The function is modified 

by introducing the ionic strength of the active species in the system to counter the non-idealities in the 

kinetic constant, resulting in the following expression for the reaction rate constant (Haubrock et al., 

2005). 

𝑘𝑂𝐻,𝛼+ = 𝑘𝑂𝐻−
∞ (𝑇) × 10(𝑎∙𝐼2+𝑏∙𝐼)                                                                           (3.15) 

Where 𝑘𝑂𝐻−
∞  is the reaction rate constant at infinite dilution which has previously been evaluated to be 

5881 𝑚3 𝑘𝑚𝑜𝑙 ∙ 𝑠⁄  (Pohorecki and Moniuk 1988). 𝐼 is the solution’s ionic strength which, in a 1:1 

electrolyte, and each singly charged ion equals the concentration of the solvent. It is calculated using Eq. 

3.16 (Dragan, S., 2016).  

𝐼 = 0.5 (∑[𝐶𝑂2]𝑖 𝑍𝑖
2) = 𝐶𝑥                                                                          (3.16) 

The second-order reaction rate constant is thus givens as; 

𝑘𝐶𝑥,𝑁𝑎+ = 𝑘𝐶𝑥

∞ (10(0.1987𝐶𝑥−0.012(𝐶𝑥)2))                                                                      

= 5881(10(0.1987𝐶𝑥−0.012(𝐶𝑥)2))                                                        (3.17) 

The reflection of the experimental results is more enhanced in derived expressions incorporating 

the activity of the species than the ones based on the concentration of the reacting species alone and is 

more applicable to highly non-ideal systems, where both polar and non-polar components are involved 

(Haubrock et al., 2005).  

3.2.4. Henry’s law constant  

The Henry’s law constant (𝐻𝑐𝑝) is a representation of the solubility of the solute in the liquid phase 

and is estimated by Eq. 3.18. 

lg (
𝐻𝑐𝑝

𝐻𝐻2𝑂
𝑐𝑝 ) = −𝐾𝑠(𝐼)                                                                                                          (3.18) 

where  𝐾𝑠 is the summation of the ion coefficients in the system.   

𝐾𝑠 = (𝑖_ + 𝑖_ + 𝑖_𝑔) = (𝑖𝑁𝑎+ + 𝑖𝑂𝐻− + 𝑖𝐶𝑂3
2− + 𝑖𝐶𝑂2

)                                     (3.18) 

For the system 𝐶𝑂2/𝑁𝑎𝑂𝐻/𝐻2𝑂 the values of the coefficients are according those used by  (Danckwerts, 

1970); 

𝑖𝑁𝑎+ = 0.091,   𝑖𝑂𝐻− = 0.066,   𝑖𝐶𝑂3
2− = 0.021,   𝑖𝐶𝑂2

= −0.019                    (3.19) 
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This gives 0.159 as the value of 𝐾𝑠  

                 lg (
𝐻𝑐𝑝

𝐻𝐻2𝑂
𝑐𝑝 ) = −𝐾𝑠(𝐼) = −0.159(𝐼)                                                                               (3.20)        

This constant is a function of the ionic strength 𝐼, and the reaction temperature 𝑇  (Pohorecki and 

Moniuk, 1988) and for a purely physical absorption, the constant is exclusively a function of the operating 

temperature and is calculated using Eq. 3.21 (Dragan, 2016).    

lg(𝐻𝐻2𝑂
𝑐𝑝 ) = ((

1140

𝑇
) − 5.30)                                                                                      (3.21) 

where 𝑇 is the temperature in Kelvins  

At 𝑇 = 298𝐾, 

lg(𝐻𝑐𝑝)0 = (
1140

298
) − 5.30 = −1.4744                                                                      (3.22) 

(𝐻𝑐𝑝)0 = 0.0331 𝑚𝑜𝑙/𝑚3. Pa                                                                                    (3.23) 

The ionic strength 𝐼 is calculated using Eq. 3.16 and the transformed equation is given in Eq. 3.24. 

𝐻𝑐𝑝 = 0.0335{10(−0.159𝐶𝑥)}                                                                              (3.24) 

3.3. Mass transfer models 

3.3.1. The two film theory  

In quantifying 𝐶𝑂2 absorption in a packed column, the widely used fundamental mass transfer 

model is the two film model. This model, proposed by Whitman in 1923, is the simplest theory designed 

for the analysis of mass transfer between phases (Maheswari et al., 2014). The model assumes that there 

exists a gas and liquid film of equal thickness on either side of the interface between the phases where all 

the resistance to mass transfer is localized (Nair and Selvi, 2014). A schematic representation of the two 

films is presented in Figure 1. 

Due to the absence of turbulence in the two films, flow is assumed to be laminar and the transfer 

of 𝐶𝑂2 is exclusively by molecular diffusion. The transfer experience a series of resistance in the two 

films that sum up to the overall resistance (Kumar et al., 2012; Wang et al., 2012; Pinto et al., 2016). 

  

3.3.1.1. Films resistances in physical absorption 

The films resistances in an heterogeneous is used to model the coefficient of 𝐶𝑂2 transfer  across 

the interface (Shafeeyan et al., 2014). This coefficient is an important parameter used in the design and 

operation of process equipment and is estimated with minimum error using theoretical equations, film 
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correlations and analogies that are functions of the properties of both gas and liquid phases and the fluid 

flow within the column. 

PAi

PA

CAi

CA

ky =DA/dy

kx = DA/dx

dy

Liquid phase

Solute Solubility = PAi/CAi

Gas phase

Mass Transfer ( Chemical Process)

Mass Transfer(Physical Process)

Gas Film

dx

Driving Force for Mass Transfer

Liquid Film 

 
 

 Figure 3. 1: Schematic representation of the two film at the interface between the 

phases. 

In both physical and chemical absorption, a dynamic rate of diffusion of 𝐶𝑂2 molecules is observed 

in the early stages of the processes, however, as time lapses, a steady rate of diffusion is attained leading 

to an equalized mass flux within the films (Shafeeyan et al., 2014). This flux is expressed as defined in 

the Fick’s law of diffusion. In the liquid film, the flux is given by Eq. 3.25   

𝑁𝐶𝑂2
= −𝐷𝐶𝑂2∙𝑥

𝑑𝐶𝐶𝑂2

𝑑𝑧
                                                                                              (3.25)     

Where 𝐷𝐶𝑂2∙𝑥 is 𝐶𝑂2 diffusivity in in the liquid phase and 𝐶𝐶𝑂2
is 𝐶𝑂2 concentration in the  film. In this 

film, concentration is expressed in terms of 𝐶𝑂2 partial pressures. Assuming the gas obeys the ideal gas 

law.  

𝐶𝐶𝑂2
=

𝑛𝐶𝑂2

𝑣
=

𝑃𝐶𝑂2

𝑅𝑇
                                                                                                 (3.26) 

  Thus the flux in the gas phase is derive by substituting equation 3.26 into equation 3.25,    

𝑁𝐶𝑂2
= (

−𝐷𝐶𝑂2

𝑅𝑇
)

𝑑𝑃𝐶𝑂2

𝑑𝑧
                                                                                           (3.27) 

Integrating the flux over the distance 𝑍, 

𝑁𝐶𝑂2
∫ 𝑑𝑧

𝑍

0

=  − (
𝐷𝐶𝑂2

𝑅𝑇
) ∫ 𝑑𝑃𝐶𝑂2

𝑃𝐶𝑂2
𝑖

𝑃𝐶𝑂2

                                                                           (3.28) 
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𝑁𝐶𝑂2
= (

−𝐷𝐶𝑂2

𝑅𝑇𝑍
) (𝑃𝐶𝑂2

− 𝑃𝐶𝑂2

𝑖 )                                                                         (3.29) 

Here, 𝑧 represents the respective gas and liquid film thickness, 𝑦 and 𝑥  respectively and 𝑃𝐶𝑂2

𝑖  is 𝐶𝑂2 

concentration at the interface. 

In this equation, two parameters are difficult to quantify. One is the thickness of the films which 

are not readily available as the discontinuity of the 𝐶𝑂2 concertation between the interface and the bulk 

of the liquid cannot be established with any measure of certainty (Song, 2017). To circumvent this Eq. 

3.29 is expressed using mass transfer coefficients.  

𝑁𝐶𝑂2
= 𝑘𝑦(𝑃𝐶𝑂2

− 𝑃𝐶𝑂2

𝑖 )                                                                                      (3.30) 

Where 𝑘𝑦 is the gas film mass transfer coefficient given Eq. 3.31;  

𝑘𝑦 =
−𝐷𝐶𝑂2

𝑅𝑇𝑦
                                                                                                            (3.31) 

  Similarly, for the liquid film: 

𝑁𝐶𝑂2
= 𝑘𝑥(𝐶𝐶𝑂2

𝑖 − 𝐶𝐶𝑂2
)                                                                                       (3.32) 

Where, 𝑘𝑥 is the liquid film mass transfer coefficient. These coefficients largely depend on the 

experimental conditions (Whitman, W. G., 1923). Therefore, the flux can also be expressed as a function 

of the overall mass transfer coefficient based on the gas and liquid films by Eq. 3.33.                       

𝑁𝐶𝑂2
=  𝐾𝑦(𝑃𝐶𝑂2

∗ − 𝑃𝐶𝑂2
) = 𝐾𝑥(𝐶𝐶𝑂2

− 𝐶𝐶𝑂2

∗ )                                                                 (3.33)   

Where, 𝑃𝐶𝑂2

∗  is 𝐶𝑂2 partial pressure that is in equilibrium with 𝐶𝑂2 concentration in the liquid phase i.e.  

𝐶𝐶𝑂2
, while 𝐶𝐶𝑂2

∗  is 𝐶𝑂2 concentration in the liquid phase that is in equilibrium with the partial pressure in 

the gas phase i.e. 𝑃𝐶𝑂2
. 𝐾𝑦 and 𝐾𝑥 are the overall mass transfer coefficients based on the gas and liquid 

phase concentrations respectively. Another difficulty is determining the interface concentrations 𝑃𝐶𝑂2

𝑖  and 

𝐶𝐶𝑂2

𝑖 . Having assumed the existence of equilibrium at the interface, and going by the Henry’s law, it 

follows that the following relationship holds (Mustafa et al., 2020). 

   

𝑃𝐶𝑂2 

𝑖 = 𝐻𝑐𝑝𝐶𝐶𝑂2 

𝑖                                                                                                         (3.34) 

 

Where 𝐻𝑐𝑝 is the Henry’s law constant for the system in 𝑘𝑚𝑜𝑙 𝑚3 ∙ 𝑎𝑡𝑚⁄ , used to predicts the physical 

solubility of the 𝐶𝑂2  in the solvent (Mustafa et al., 2020).   
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Since the concentrations at the interface cannot be measured, the individual coefficients of the 

films are defined based on the difference in the bulk concentration in one phase and the concentration that 

would be in equilibrium with it the other phase. A distribution factor is then used to unify the driving force 

across the phases (Song, 2017). 

 

𝑃𝐶𝑂2 

∗ = 𝐻𝑐𝑝𝐶𝐶𝑂2 
                                                                                                                (3.35) 

𝐶𝐶𝑂2 

∗ = 𝐻𝑐𝑝𝑃𝐶𝑂2 
                                                                                                                (3.36) 

The gas phase overall flux equation is then expanded to include the concentration at the interface.  

 

𝑁𝐶𝑂2 
=  𝐾𝑦(𝑃𝐶𝑂2 

∗ − 𝑃𝐶𝑂2 
)                                                                                               (3.37) 

= 𝐾𝑦{(𝑃𝐶𝑂2 

∗ − 𝑃𝐶𝑂2 

𝑖 ) + (𝑃𝐶𝑂2 

𝑖 − 𝑃𝐶𝑂2 
)}                                                            (3.38) 

 

From Eqs. 3.30, 3.32, 3.34 and 3.35, Eq. 3.38 can then be written as; 

 

𝑁𝐶𝑂2 
= 𝐾𝑌{𝐻𝑐𝑝(𝐶𝐶𝑂2 

− 𝐶𝐶𝑂2 

𝑖 ) + (𝑃𝐶𝑂2 

𝑖 − 𝑃𝐶𝑂2 
)}                                              (3.39)  

= 𝐾𝑦 {𝐻𝑐𝑝 (
𝑁𝐶𝑂2 

𝑘𝑥
) + (

𝑁𝐶𝑂2 

𝑘𝑦
)}                                                                   ( 3.40) 

1

𝐾𝑦
=

1

𝑘𝑦
+

𝐻𝑐𝑝

𝑘𝑥
                                                                                                        (3.41) 

 

This is the equation for the overall resistance based on  𝐶𝑂2 concentration in the gas phase and is a 

summation of the resistances in both the gas and liquid films (Hegely et al., 2017). A similar equation can 

be derived based on 𝐶𝑂2 concentration in the solvent. 

  

1

𝐾𝑥
=

1

𝐻𝑐𝑝𝑘𝑦
+

1

𝑘𝑥
                                                                                                  (3.42) 

 

3.3.1.2. Films resistances in chemisorption processes  

In chemisorption, absorption of 𝐶𝑂2  aided by the reaction between 𝐶𝑂2 molecules and the solvent. 

Astarita and Danckwerts have extensively studied this subject in systems with varied reaction rates, from 
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very slow to instantaneous reactions, and they concluded that the reaction enhances mass transfer of 𝐶𝑂2 

molecules by a factor known as the enhancement factor 𝛽. This is the ratio of transfer coefficient in a 

chemisorption process to that of a purely physical absorption as expressed in Eq. 3.43 (Astarita et al., 

1983; Oinas et al., 1995 Kimweri, 2001).  

 

𝛽 =
𝑘𝑥

𝑘𝑥
0                                                                                                                          (3.43) 

Where 𝛽is the enhancement factor, 

 𝑘𝑥 is the liquid film’s mass transfer coefficient for chemisorption, 

 𝑘𝑥
0 is the film’s mass transfer coefficient for a physical absorption.     

In a first or a pseudo first order reaction, 𝛽 is expressed in terms of Hatta number (𝐻𝑎) in Eq. 3.44. 

 

𝛽 =
1

𝐶𝐶𝑂2

∗ (𝐶𝐶𝑂2

∗ −
𝐶𝐶𝑂2

∞

𝑐𝑜𝑠ℎ(𝐻𝑎)
)

𝐻𝑎

tanh (𝐻𝑎)
                                                                   (3.44) 

 

where 𝐶𝐶𝑂2

∗  is CO2 concentration in equilibrium with the concentration in the gas phase, 

𝐶𝐶𝑂2

∞  is CO2 concentration in the bulk of the liquid phase, 

𝐻𝑎 is the Hatta number for the system. 

The Hatta number is defined by. 

𝐻𝑎 =
√𝑘2𝐷𝐶𝑂2∙𝑥𝐶𝐶𝑂2

∞

𝑘𝑥
                                                                                                       (3.45) 

Where  𝑘2 is the second order reaction rate constant.    

 The approximation of  𝛽 was done by Danckwerts for the case where the bulk concentration of 

𝐶𝑂2 in the liquid phase 𝐶𝐶𝑂2

∞ , is non-existent and the relationship between the two parameters is given by 

the following equation (Garcia et al., 2018):   

𝛽 = √1 + (𝐻𝑎)2                                                                                                               (3.46) 



CHAPTER thee - The theoretical framework 

  

 

~30~ 
 

This holds for 𝐻𝑎 > 3 and for reaction of the first order regime with 2 < 𝐻𝑎 < 𝛽∞, with 𝛽 equalling 𝐻𝑎 

for a pseudo-first order reaction (Nathalie et al., 2012; Pinto et al., 2016).  

 

𝛽 = 𝐻𝑎                                                                                                                          (3.47)  

 

Based on 𝐶𝑂2 concentration in the gas phase, the flux in a chemisorption process is expressed as; 

 

𝑁𝐶𝑂2
= 𝐾𝑦 {𝐻𝑐𝑝 (

𝑁𝐶𝑂2

𝛽𝑘𝑥
𝑜 ) + (

𝑁𝐶𝑂2

𝑘𝑦
)}                                                                            (3.48) 

 

Where 𝑁𝐶𝑂2
 is CO2 flux across the interface, 

 𝐾𝑦  is the overall mass transfer coefficient based on the gas film’s coefficient, 

 𝐻𝑐𝑝is the Henry’s law constant.   

The overall resistance is expressed by Eq. 3.50; 

   

1

𝐾𝑦
=

1

𝑘𝑦
+

𝐻𝑐𝑝

𝛽𝑘𝑥
𝑜                                                                                                              (3.50) 

 

And for the 𝐶𝑂2 concentration in the liquid phase, 

 

1

𝐾𝑥
=

1

𝐻𝑐𝑝𝑘𝑦
+

1

𝛽𝑘𝑥
𝑜                                                                                                      (3.51) 

 

Where 𝐾𝑥 is the overall mass transfer coefficient based on the liquid film’s coefficient.  

A fast-order or a pseudo-first-order reactions with large 𝛽 has been found to create minimal 

resistance in the liquid film and the rate of absorption is controlled by the diffusion across the gas film. 

This then becomes the limiting factor for mass transfer (Whitman, 1923). 
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3.3.2. The Effective mass transfer area 

For a system with a pseudo first-order reaction in the liquid film where the process is controlled 

by the chemical reaction in the liquid film, the apparent gas film mass transfer coefficient (𝑘𝑦
′ ) is described 

by Eq. 3.52. 

 

𝑘𝑦
′ =

√𝑘𝐶𝑥
∙ 𝐶𝑥 ∙ 𝐷𝐶𝑂2∙𝑥

𝐻𝑐𝑝
                                                                                         (3.52) 

  

Using 𝐶𝑂2 mole fraction of the gas to and from the column 𝑦𝑎 and 𝑦𝑏 respectively, the effective area (𝑎𝑒), 

is calculated using Eq. 3.53 (Wang et al., 2012). 

  

𝑎𝑒 =
𝑢𝑦

𝐾𝑦𝑍𝑅𝑇
∙ 𝑙𝑛 (

𝑦𝑎

𝑦𝑏
) ≈

𝑢𝑦

𝑘𝑦
′ 𝑍𝑅𝑇

∙ 𝑙𝑛 (
𝑦𝑎

𝑦𝑏
)                                                           (3.53) 

Where; 

 𝑘𝑂𝐻− is the second order reaction rate constant, (𝑚3 𝑘𝑚𝑜𝑙 ∙ 𝑠⁄ ), 

𝐶𝑥 is the concentration of free hydroxyl ion in the liquid phase, (𝑔𝑚𝑜𝑙 𝐿⁄ ),  

𝐷𝐶𝑂2∙𝑥 is the diffusivity of the solute in the liquid phase, (𝑚2 𝑠⁄ ), 

𝐻𝑐𝑝 is the Henry’s constant for the solute,( 𝑘𝑚𝑜𝑙 ∙  𝑚−3 ∙ 𝑃𝑎),   

𝑦𝑎and 𝑦𝑏 are the respective 𝐶𝑂2 mole fractions of the gas to and from the column,   

𝑍 is the height of the packed bed, (𝑚). 

This is a convenient method for evaluating 𝑎𝑒, as the only measurement to be made are the solvent 

concentration and the solute concentration in the column’s inlet and outlet gas streams.   

3.3.3. The overall mass transfer coefficient 

The overall coefficient is the reciprocal of the overall resistance to the absorption process. 

   

𝐾𝑦 = (
1

𝑘𝑦
+

𝐻𝑐𝑝

𝛽𝑘𝑥
𝑜)

−1

                                                                                                (3. 54) 
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For a fast reaction, 𝛽 is bound to be large, a phenomena created by an increase in hydroxide ions 

in the liquid bulk justifying the treatment of the reaction as a pseudo-first-order reaction. Experiments 

done on wetted wall columns have shown that liquid film resistance accounts for less than 10% of the 

overall mass transfer coefficient (Wang et al., 2012). An assumption is that the overall coefficient is equal 

to the coefficient in the liquid film. 

      

𝐾𝑦𝑎𝑒 =
𝑢𝑦

𝑍𝑅𝑇
∙ 𝑙𝑛 (

𝑦𝑎

𝑦𝑏
)                                                                                             (3.55𝑎) 

Where  

𝐾𝑦 =
𝛽𝑘𝑥

𝑜

𝐻𝑐𝑝
=

√𝑘2𝐷𝐶𝑂2∙𝑥𝐶𝐶𝑂2

∞

𝐻𝑐𝑝
                                                                            (3. 55𝑏) 

 

3.4. Process optimization  

In science and engineering optimization of a process involves experiments in which input variables 

are changed according to a given rule in order to identify the reasons for the change in the output response 

parameter (Cavazzuti, 2015). It has found popularity in design, construction and maintenance systems 

where engineers and scientists make many technological and managerial decision to arrive at a desired 

output. The decision made may either be to minimize or maximize the quantity of the input parameters or 

a combination of both. A number of optimization methods have been developed and applied to various 

optimization processes. They are the Randomized complete block design, the Latin square, full and 

fractional factorial, Box-Behnken, and Plackett-Burman among others. This thesis considers a design of 

experiment (DOE) called the Taguchi method of optimization. 

    

3.4.1. The Taguchi philosophy 

In a full factorial method of optimization involving different parameters, the different combination 

of the factors and the levels are investigated which is, time consuming and costly. To overcome this, 

Taguchi method of optimization is used (Qafery et al., 2018). The method was developed by a Japanese 

quality engineer called Dr. Genichi Taguchi who in the 1950s while working in Japanese industries 

stressed the importance of quality improvement in products and/or processes by the use of statistical 

experimental design that can easily be adopted by designers with limited knowledge of statistics, enticing 
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scientists and engineers alike (Sekulić, et al., 2011; Cavazzuti, 2015; Pragajibhai et al., 2018: Yang et al., 

2020). The method applies a system of arrays that allows orthogonal estimation of the minimum number 

of experimental runs, resulting in reduction in production time with a decrease in cost while improving 

profitability (Sudhakara and Parvathi, 2014; Dwivendi and Das, 2015; Qafery et al., 2018).  

Although the Taguchi philosophy has far reaching consequences, three concepts are considered to be 

its foundation (Davis and John, 2018): 

1) Quality should be designed into the product and not inspected into it, 

2) Quality is better achieved by minimizing the deviation from the target and that the product should 

be designed that it is immune to uncontrollable environmental factors, 

3) The cost quality should be measured as a function of deviation from the standard and the losses 

should be measured system-wide. 

   

3.4.2. Experimental planning 

3.4.2.1. The design of experiments 

The Taguchi method is one among many DOEs that systematically apply statistics to 

experimentation and guides the choice of experiment to be performed in an efficient way with the objective 

of optimizing the process (Sudhakara and Prasanthi, 2014; Qafery et al., 2018; Davis and John, 2018). A 

sequence of tests is designed where the input (experimental factors) and its effect on the output registered 

to find the desired optimal settings. It is a quick and cost effective tool used in optimization of products 

and/or processes (Davis and John, 2018).  

There is an array of DOE techniques that a designer of an experiment can chose from but there is 

no “best choice” among the options available. The correct technique of selection depends on the intended 

investigation and the aim of the experiment. When deciding on the technique, the items to be considered 

are as follows (Davis and John, 2018): 

1) The number of experiments (𝑛) that can be carried out cost effectively and within the time 

constrains, 

2) The number of factors (𝑘), of the experiment. As the number of factors increases, the number of 

experimental runs required increases exponentially in many DOE techniques. 

In order to reduce the size and laboriousness of the problem, the general rule is to reduce the 

number of factors considered (Dave and John, 2018).      
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3.4.2.2. Selection of the Orthogonal Array 

This is a special design method used to reduce the number of experiments to be carried out which 

opens the way for more factors to be considered. The selection of the Orthogonal Array (OA), is guided 

by the computational degree of freedom (DOF), which is an important number in statistical analysis and 

is normally one less than the number of experiments (Muhammad et al., 2012; Qafery et al., 2018; Davis 

and John, 2018). In the presence of interaction between the factors, DOF becomes the product of the 

number of DOFs of the main effects involved in the interaction (Kukreja et al., 2011). For any given 

factor; 

𝐷𝑂𝐹 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑙𝑒𝑣𝑒𝑙𝑠 − 1                                                                                 (3.56) 

3.4.2.3. Quality loss function 

In the Taguchi method, quantification of response parameter achieved by the quality loss function. 

It is a continuous function defined as the deviation of the values of the response parameter from the ideal 

value. It is commonly refered to as the mean square deviation (MSD). This function is transformed into 

the signal-to-noise ratio 𝜓, by the following mathematical computation (Sekulić, et al., 2011; Muhammad 

et al., 2012; Davis and John, 2018).  

       

𝑆 𝑁⁄ = 𝜓 =  −10𝑙𝑜𝑔{𝑀𝑆𝐷}                                                                                    (3.57) 

 

The quality characteristics of the response parameter are grouped in three categories of 𝜓,  namely 

“the smaller-the-better”, “the normal-the-better” and “the larger-the-better” and their computations are 

represented in table 3.1 (Muhammad et al., 2012; Davis and John, 2018). 

 

Table 3. 1: Types of problems and the respective signal-to-noise ratio. 

Choose… 𝝍  formulas Use when the goal is to …. 

Smaller-the-better 𝜓 = −10𝑙𝑜𝑔 [
1

𝑛
∑ 𝑦

𝑖
2

𝑛

𝑖=1

] Minimize the response 

Normal-the-better 𝜓 = 10𝑙𝑜𝑔 (
𝜇2

𝜎2
) 

Target the response and you want to base 

the 𝑆 𝑁⁄  ratio on means and standard 

deviation  

Larger-the-better 𝜓 = −10𝑙𝑜𝑔 [
1

𝑛
∑ (

1

𝑦
𝑖
2
)

𝑛

𝑖=1

] Maximize the response parameter 

 

Where 𝑛 is the number of trials, 
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𝑦𝑖 is the mean, 

𝜎 the standard deviation of the observed data at the 𝑖𝑡ℎ trial.    

 The desired 𝜓, is an inverse of variance, chosen after performing the experiments as per the chosen 

array. The function is used to minimize variability during optimization of a product or the process with 

the reduced variability of the product and/or the process against undesirable changes in noise factors is 

realized if and only if 𝜓 is maximized so that the factors chosen produce maximum values of 𝜓 as the 

ratio and variance are inversely proportional.  A single overall value of 𝜓 for all the quantity characteristics 

can be performed for all the quantity in a multi-objective optimization with the new ratio being the  MSNR.  

The  MSNR for the 𝑗𝑡ℎ trial is computed by Eq. 3.58.      

(𝑀𝑆𝑁𝑅)𝑗 = −10𝑙𝑜𝑔10 (∑(𝑤𝑖, 𝑦𝑖𝑗)

𝑛

𝑖=1

)                                                                      (3.58) 

 with 

𝑦𝑖𝑗 =
𝐿𝑖𝑗

𝐿𝑖∗
                                                                                                              (3.59) 

Where; 

 𝑌𝑗 is the total normalized quality loss in 𝑗𝑡ℎ trial, 

𝑤𝑖 represents the weighting factor for the 𝑖𝑡ℎ quality characteristics,  

𝑘 is the normalized quality loss associated with the 𝑖𝑡ℎ quality characteristic at the 𝑗𝑡ℎ trial 

condition which varies from a minimum of zero to a maximum of 1,  

𝐿𝑖𝑗 is the quality loss or MSD for the 𝑖𝑡ℎ quality characteristic at the 𝑗𝑡ℎ trial  

𝐿𝑖∗ is the maximum quality loss for the 𝑖𝑡ℎ quality characteristic among all the experimental runs 

(Muhammad et al., 2012).  

 

3.4.3. Steps in optimization process 

The following is the sequence of events in the process of optimization using the Taguchi method (Davis 

and John, 2018): 

 Step 1:  Identify the response parameter and the objective  

Step 2:   Identify process variables, that act as the experimental factors, and their levels, 

Step 3:   Determine the suitable orthogonal array (OA), 

Step 4:   Assign factors and interactions to the column of the array. 

Step 5:   Conduct the experiments. 
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Step 6:  Calculate the signal-to noise ratio 𝜓, and determine the optimum setting of the factor levels. 

Step 7:   Perform confirmatory experiment. 

 

3.4.4. ANOVA and its significance 

The analysis of variance (ANOVA) is a statistical method developed by Ronald Fisher in 1918. It 

is an extended version of the 𝑇- test and the 𝑍-test, used to model the relative significance of individual 

factors on the response parameter when the individual factors are evaluated at two or more levels 

(Muhammad et al., 2012; Sudhakara and Prasanthi, 2014; Davis and John, 2018). In this method, the total 

sum of squares deviation (𝑆𝑆𝑇) for all the runs is evaluated using Eq. 3.60.  

 

𝑆𝑆𝑇 = ∑ 𝑦𝑖
2 − 𝐶𝐹  

𝑛

𝑖=1

                                                                                                                  (3.60) 

with  

𝐶𝐹 =
𝑇2

𝑛
                                                                                                                        (3.61) 

where; 

𝑛 is the total number of experiments in the orthogonal array, 

𝑦𝑖 is the response parameter in the 𝑖𝑡ℎ experiment  

CF is the correction factor calculated using Eq. 3.61.  

𝑇 is the totals of the response parameter, and 𝑛 is the product of the number of trials and the number 

of repetitions.  

The sum of squares deviation of each of the factors calculated using Eq. 3.62.   

𝑆𝑆𝑓 = {(𝐴1
2 𝑁𝑓1⁄ ) + (𝐴2

2 𝑁𝑓2⁄ ) +∙∙∙∙   ∙∙∙ +(𝐴𝑛
2 𝑁𝑓𝑛⁄ )} − 𝐶𝐹                                   (3.62)  

 

Where, 𝐴𝑖 is the sum of the squares of the response parameter at level 𝑖 where the factor 𝐴 contributes, 

 𝑁 is the number of response parameters in that level and 𝑛 is the number of levels.  

The variance 𝑉, of any factor is the ratio of the factors sum of squared response to its degree of freedom 

(𝐷𝑂𝐹𝑓). 

𝑉𝑓 = (
𝑆𝑆𝑓

𝐷𝑂𝐹𝑓
)                                                                                                                   ( 3.63) 
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Variance ratio 𝐹,  is the ratio variance of a factor to that of the residue; 

𝐹𝑓 =
𝑉𝑓

𝑉𝑒
                                                                                                                              (3.64) 

Statistically, this is the  𝐹 −test, used to investigate the significance of each factor and/or 

interactions thereof on the response parameter (Penteado et al., 2016). If 𝐹 > 4, any change in the 

magnitude of the factor posts a significant effect on the response parameter and the greater the value of 

𝐹𝑓, the more the influence on the response parameter (Kamaruddin et al., 2004; Muhammad et al., 2012). 

The percentage contribution of a factor (𝑃𝑖)  is the ratio of the sum of squares of a factor to that of 

the total result expressed as a percentage 

𝑃𝑓 = (
𝑆𝑆𝑓

𝑆𝑆𝑇
) × 100%                                                                                (3.65) 

3.5. Mathematical modelling 

3.5.1. An overview 

Differential equations play an important role in modelling natural phenomena and finds application 

in biomathematics, economics, finance, science and engineering. In this study, differential equations 

would give more insight in the study of absorption of CO2 in a packed column (Mondal et al., 2015). The 

equation may either be an ordinary differential equation (ODE) or a partial differential equation depending 

on the number of variable considered in the when modelling the subject at hand. These models can either 

be solved analytically using techniques like the separation, Laplace transforms, Fourier transforms for an 

exact solution or solved using numerically for an approximate solution, assuming the presence of stage 

wise elements in the computational domain (Ω), where continuum conditions are maintained (Kenig & 

Seferlis, 2015).  

In the domain, mass transfer of CO2 molecules from the gas phase to the liquid phase is ascribed 

by diffusion, convection and the reaction between the CO2 and the solvent (Kim A.S., 2020). A 

formulation of a comprehensive model considers the effects of column hydrodynamics, diffusivity of 

solutes and solvent molecules and chemical kinetics driving the reaction in the liquid film. Depending of 

the objective of the analysis, the model may be used to describe either the transient or steady state 𝐶𝑂2 

concentration profile in the packed section of the column for industrial and laboratory scale reactors 

(Gheni et al., 2018).  
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3.5.2. Model development  

The bed (the computational domain 𝜓, is divided into 𝑁 differential volumes (elements) as 

represented in Figure 3.2 and based on conservation principles, a model is constructed on each of the 

elements, augmented by appropriate rate of reaction between the reactants, together with diffusion of CO2 

molecules across the interface (Shafeeyan et al., 2014). 

 

 

 

 

 

 

Figure 3. 2: Schematic representation of the elements in the computational domain.   

It is assumed that:  

i. Transfer of CO2 molecules is exclusively by diffusion, 

ii. The gas phase is a binary mixture of 𝐶𝑂2 and 𝐶𝐻4   

iii. Mass transfer is unidirectional, from the gas phase to the liquid phase  

iv. Only the axial diffusion prevails with no radial diffusion,  

v. The reaction taking place is a pseudo-first order reaction,  

vi. Isothermal conditions are maintained in the bed,   

vii. The solvent is in excess of 𝐶𝑂2 and its concentration is remains constant along the bed, 

viii. The two phases maintain a steady plug flow in the bed, 

ix. There is a negligible pressure drop in the bed,  

x. The solvent is non-volatile at the cooperating conditions,  

xi. CO2 solubility in the solvent obeys Henry’s law of solubility.  

At the transition time, normally experienced during start-up and shut down, the profile is best 

described using two PDEs, one for the gas phase and the other for the liquid phase, and are generated for 

each element in the domain. Since there is an assumption that the solvent is in excess of the solute, the 

solvent concentration in the liquid phase is assumed to remain constant in the domain and in that regard, 

the gas phase PDE is considered in the model.       

    Bed height H 
Elemental volume dz 
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In the element, the sum of molecules entering the column and those generated is equal to the sum 

of these leaving, accumulating and those being consumed by the reaction. This mass balance is represented 

in Eq. 3.66      

𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐶𝑂2 𝑒𝑛𝑡𝑒𝑟𝑖𝑛𝑔 + 𝑎𝑚𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐶𝑂2  𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑

= 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐶𝑂2  𝑙𝑒𝑎𝑣𝑖𝑛𝑔 + 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐶𝑂2  𝑎𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑛𝑔

+ 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝐶𝑂2 𝑟𝑒𝑎𝑐𝑡𝑖𝑛𝑔                                                                                                 (3.66) 

 This computation is performed in each element in the domain.  

At the entry to the first element, movement of 𝐶𝑂2 molecules is influenced by convection and  diffusion 

forces, respectively presented by Eqs. 3.67 and 3.68.     

𝑢𝐶𝐶𝑂2
𝑆                                                                                                                          (3.67) 

−𝐷𝐶𝑂2

𝑑𝐶𝐶𝑂2

𝑑𝑧
𝑆                                                                                                                    (3.68) 

The same phenomena occur at the last element in the domain where the convection and diffusion are 

presented by Eqs. 3.69 and 3.70 respectively.    

𝑢 (𝐶𝐶𝑂2
+

𝑑𝐶𝐶𝑂2

𝑑𝑧
) 𝑆                                                                                                (3.69) 

−𝐷𝐶𝑂2
(

𝑑𝐶𝐶𝑂2

𝑑𝑧
+

𝑑

𝑑𝑧
(

𝑑𝐶𝐶𝑂2

𝑑𝑧
) 𝑑𝑧) 𝑆                                                                   (3.70) 

The amount of molecules accumulating and reacting within an element is expressed by Eqs. 3.71 and 3.72.   

𝑑𝐶𝐶𝑂2

𝑑𝑡
𝑆𝑑𝑧                                                                                                                   (3.71) 

𝑟𝐶𝑂2
= (−𝑘2𝐶𝐶𝑂2

𝐶𝑁𝑎𝑂𝐻)                                                                                                    (3.72) 

Any other source or sink is represented by 𝑭 

Assuming the gas phase obeys the ideal gas law, the 𝐶𝑂2 concentration is assumed to be a function of the 

initial concentration and its mole fraction as represented in Eq. 3.73   

𝐶𝐶𝑂2
= (

𝑃

𝑅𝑇
) 𝐶𝐶𝑂2𝑂𝑦𝐶𝑂2

                                                                                               (3.73) 

Where 𝑦𝐶𝑂2
 is the solute mole fraction in the gas phase. On differentiating;  

𝑑𝐶𝐶𝑂2

𝑑𝑧
= (

𝑃

𝑅𝑇
) 𝐶𝐶𝑂2𝑂

𝑑𝑦𝐶𝑂2

𝑑𝑧
                                                                                        (3.74) 

and  
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𝑑2𝐶𝐶𝑂2

𝑑𝑧2
= (

𝑃

𝑅𝑇
) 𝐶𝐶𝑂2𝑂

𝑑2𝑦𝐶𝑂2

𝑑𝑧2
                                                                                    (3.75) 

The rate of reaction is a function of the concentration of the reacting species  

𝑟𝐶𝑂2
= 𝑘 (

𝑃

𝑅𝑇
) 𝐶𝐶𝑂2𝑂𝑦𝐶𝑂2

𝐶𝑁𝑎𝑂𝐻                                                                                 (3.76) 

With no generation in the differential volume, the solute balance over the differential volume reduces to:  

𝐼𝑛𝑝𝑢𝑡 𝑟𝑎𝑡𝑒 = 𝑂𝑢𝑡𝑝𝑢𝑡 𝑟𝑎𝑡𝑒 + 𝐶𝑜𝑛𝑠𝑢𝑝𝑡𝑖𝑜𝑛 + 𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛  

𝐶𝐶𝑂2𝑂

𝜕𝑦𝐶𝑂2

𝜕𝑡
𝑆𝑑𝑧

= 𝑢𝐶𝐶𝑂2𝑂𝑦𝐶𝑂2
𝑆 − 𝐷𝐶𝑂2

𝐶𝐶𝑂2𝑂

𝜕𝑦𝐶𝑂2

𝜕𝑧
𝑆𝑑𝑧 − 𝑢𝐶𝐶𝑂2𝑂 (𝑦𝐶𝑂2

+
𝜕𝑦𝐶𝑂2

𝜕𝑧
𝑑𝑧) 𝑆𝑑𝑧

+ 𝐷𝐶𝑂2
𝐶𝐶𝑂2𝑂 (

𝜕𝑦𝐶𝑂2

𝜕𝑧
+

𝜕

𝜕𝑧
(

𝜕𝑦𝐶𝑂2

𝜕𝑧
) 𝑑𝑧) 𝑆

− 𝐶𝐶𝑂2𝑂{(−𝑘2𝑦𝐶𝑂2
𝐶𝑥) + 𝐅}𝑆𝑑𝑧                                                                                     (3.77) 

Dividing through by 𝐶𝐶𝑂2𝑂𝑆𝑑𝑧 and assuming that the reactant are consumed exclusively by the reaction, 

𝜕𝑦𝐶𝑂2

𝜕𝑡
= −𝑢 (

𝜕𝑦𝐶𝑂2

𝜕𝑧
) + 𝐷𝐶𝑂2

(
𝜕2𝑦𝐶𝑂2

𝜕𝑧2
) − 𝑘1𝑦𝐶𝑂2

                                                      (3.78) 

Where 𝑘1 = 𝑘2𝐶𝑥  

This is a transient convection-diffusion-reaction (CDR) equation that provides 𝐶𝑂2 concentration 

in the domain and is solved with the aid of appropriate boundary conditions (Pradeep, 2010).  

Table 6.1: Boundary conditions and ODEs for an absorption column with radial dispersion (Adopted from Pradeep, 2010).  

ODEs for plug flow reactor Boundary condition at 𝒛 = 𝟎 Boundary condition At 𝒛 = 𝑳 

𝐷𝐶𝑂2

𝑑2𝐶𝐴

𝑑𝑧2
− 𝑢

𝑑𝐶𝐴

𝑑𝑧
− 𝑘1𝐶𝐴 = 0 𝑢𝐶𝐴(𝑖𝑛) = 𝑢𝐶𝐴 − 𝐷𝐶𝑂2

𝑑𝐶𝐴

𝑑𝑧
 

𝑑𝐶𝐴

𝑑𝑧
= 0 

𝐷𝐶𝑂2

𝑑2𝐶𝐵

𝑑𝑧2
− 𝑢

𝑑𝐶𝐵

𝑑𝑧
+ 𝑘1𝐶𝐴 = 0 𝑢𝐶𝐵(𝑖𝑛) = 𝑢𝐶𝐵 − 𝐷𝐶𝑂2

𝑑𝐶𝐵

𝑑𝑧
 

𝑑𝐶𝐵

𝑑𝑧
= 0 

The boundary conditions as proposed by Danckwerts are (Pradeep, 2010);     

i. At the gas inlet i.e. 𝑥 = 0, the presence of dispersion inside in the bed modifies the flux of the 

entering gas stream, 𝑢𝑦𝐶𝑂2(𝑖𝑛) to 𝑢𝑦𝐶𝑂2
− 𝐷𝐶𝑂2

𝑑𝑦𝐶𝑂2

𝑑𝑧
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𝑢𝑦𝐶𝑂2(𝑖𝑛) = 𝑢𝑦𝐶𝑂2
− 𝐷𝐶𝑂2

𝑑𝑦𝐶𝑂2

𝑑𝑧
                                                                                 (3.79) 

ii. At the outlet, i.e. 𝑥 = 1, the rate of change of the solvent concentration is assumed to be zero. 

𝑑𝑦𝐶𝑂2

𝑑𝑧
= 0                                                                                                             (3.80) 

3.5.3. Solution of the CDR equation 

Discretization of the CDR is done for the individual terms in the equation. The diffusion term is 

discretized using the central difference scheme while the convective term is discretized using the upwind 

difference scheme as in Eq. 3.81.  

𝐷𝐶𝑂2
(

𝑦𝐶𝑂2(𝑖+1) + 𝑦𝐶𝑂2(𝑖−1) − 2𝑦𝐶𝑂2

∆𝑧2
) − 𝑢 (

𝑦𝐶𝑂2(𝑖) − 𝑦𝐶𝑂2(𝑖−1)

∆𝑧
) − 𝑘1𝑦𝐶𝑂2(𝑖) = 0       (3.81) 

All the other sources and sinks are assumed to be non-existent i.e. 𝑭 = 0.  

The discretization done at all the nodes in Ω that are placed at the points joining the elements, and at the 

entrance and exit (Pradeep, 2010). 

 At node 1, which is the node at the bottom of the bed, the discretized equation is given by Eq. 3.82.     

1) At node 1 

𝐷𝐶𝑂2
(

𝑦𝐶𝑂2(2) + 𝑦𝐶𝑂2(0) − 2𝑦𝐶𝑂2(1)

∆𝑧2
) − 𝑢 (

𝑦𝐶𝑂2(1) − 𝑦𝐶𝑂2(0)

∆𝑧
) − 𝑘1𝑦𝐶𝑂2(1) = 0         (3.82) 

On re-arranging; 

𝑦𝐶𝑂2(1) (−
𝐷𝐶𝑂2

∆𝑧2
−

𝑢

∆𝑧
− 𝑘1) + 𝑦𝐶𝑂2(2) (

𝐷𝐶𝑂2

∆𝑧2
) + 𝑦𝐶𝑂2(0) (

𝐷𝐶𝑂2

∆𝑧2
−

𝑢

∆𝑧
) = 0               (3.83) 

The first boundary condition is given by Eq. 3.84. 

𝑢𝑦𝐶𝑂2(𝑖𝑛) = 𝑢𝑦𝐶𝑂2(1) − 𝐷𝐶𝑂2
(

𝑦𝐶𝑂2(2) − 𝑦𝐶𝑂2(0)

2∆𝑧
)                                                          (3.84) 

Solving for 𝑦𝐶𝑂2(0) 

𝑦𝐶𝑂2(0) =
2∆𝑧

𝐷𝐶𝑂2

(𝑦𝐶𝑂2(𝑖𝑛) − 𝑦𝐶𝑂2(1)) − 𝑦𝐶𝑂2(2)                                                     (3.85) 

𝑦𝐴(0) is then substituted in Eq. 3.86  

𝑦𝐶𝑂2(1) (−
2𝐷𝐶𝑂2

∆𝑧2
−

𝑢

∆𝑧
− 𝑘1) 
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                    +𝑦𝐶𝑂2(2) (
𝐷𝐶𝑂2

∆𝑧2
) + (

2𝑢∆𝑧

𝐷𝐴
) (

𝐷𝐶𝑂2

∆𝑧2
−

𝑢

∆𝑧
) (𝑦𝐶𝑂2(𝑖𝑛) − 𝑦𝐶𝑂2(1)) = 0                                     (3.86) 

(−
2𝐷𝐶𝑂2

∆𝑧2
−

3𝑢

∆𝑧
−

2𝑢2

𝐷𝐶𝑂2

− 𝑘1) 𝑦𝐶𝑂2(1) + (
2𝐷𝐶𝑂2

∆𝑧2
+

𝑢

∆𝑧
) 𝑦𝐶𝑂2(2)

= − (
2𝑢2

𝐷𝐶𝑂2

+
2𝑢

𝐷𝐶𝑂2

) 𝑦𝐶𝑂2(𝑖𝑛)                                                                                        (3.87) 

At node 2;  

(
𝐷𝐶𝑂2

∆𝑧2
+

𝑢

∆𝑧
) 𝑦𝐶𝑂2(1) + (−

2𝐷𝐶𝑂2

∆𝑧2
−

𝑢

∆𝑧
− 𝑘1) 𝑦𝐶𝑂2(2) + (

2𝑢2

𝐷𝐶𝑂2

) 𝑦𝐶𝑂2(3) = 0              (3.88) 

This is replicated at all the subsequent nodes in the domain up to node 𝑛 − 1,  

(
𝐷𝐶𝑂2

∆𝑧2
+

𝑢

∆𝑧
) 𝑦𝐶𝑂2(𝑛−2) + (−

2𝐷𝐶𝑂2

∆𝑧2
−

𝑢

∆𝑧
− 𝑘1) 𝑦𝐶𝑂2(𝑛−1) + (

2𝑢2

𝐷𝐶𝑂2

) 𝑦𝐶𝑂2(𝑛) = 0    (3.89) 

At node the 𝑛𝑡ℎ node,  

(
𝐷𝐶𝑂2

∆𝑧2
+

𝑢

∆𝑧
) 𝑦𝐶𝑂2(𝑛−1) + (−

2𝐷𝐶𝑂2

∆𝑧2
−

𝑢

∆𝑧
− 𝑘1) 𝑦𝐶𝑂2(𝑛) + (

2𝑢2

𝐷𝐶𝑂2

) 𝑦𝐶𝑂2(𝑛+1) = 0     (3.90) 

At the (𝑛 + 1)𝑡ℎ node 

(
𝐷𝐶𝑂2

∆𝑧2
+

𝑢

∆𝑧
) 𝑦𝐶𝑂2(𝑛) + (−

2𝐷𝐶𝑂2

∆𝑧2
−

𝑢

∆𝑧
− 𝑘1) 𝑦𝐶𝑂2(𝑛+1) + (

2𝑢2

𝐷𝐶𝑂2

) 𝑦𝐶𝑂2(𝑛+2) = 0     (3.91) 

For the last node (𝑛 + 1), the discretized second boundary condition is applied (Pradeep, 2010);  

(
𝑦𝐶𝑂2(𝑛+2) − 𝑦𝐶𝑂2(𝑛)

2∆𝑧
) = 0                                                                                              (3.92) 

This makes 𝑦𝐴(𝑛+2)  equal to 𝑦𝐴(𝑛) and substituting for 𝑦𝐴(𝑛+2) at node 𝑛 + 1 

(
2𝐷𝐶𝑂2

∆𝑧2
+

𝑢

∆𝑥
) 𝑦𝐶𝑂2(𝑛) + (−

2𝐷𝐶𝑂2

∆𝑥2
−

𝑢

∆𝑥
− 𝑘1) 𝑦𝐶𝑂2(𝑛+1) = 0                              (3.93) 

 At the first node, the following correlation is used to evaluate the coefficient; 

𝑦𝐶𝑂2(1) = (−
2𝐷𝐶𝑂2

∆𝑧2 −
3𝑢

∆𝑧
− 𝑘1 −

2𝑢2

𝐷𝐶𝑂2

)                                                                (3.94)    

𝜒𝐶𝑂2(2) = (
2𝐷𝐶𝑂2

∆𝑧2
+

𝑢

∆𝑧
)                                                                                         (3.95) 

The coefficient of the right hand side of the equation is;  

− (
2𝑢2

𝐷𝐶𝑂2

+
2𝑢

∆𝑧
) 𝑦𝐶𝑂2(𝑖𝑛)                                                                                 (3.96) 

At the second node; 
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𝑦𝐶𝑂2(1) = (
𝐷𝐶𝑂2

∆𝑧2
+

𝑢

∆𝑧
)                                                                                                (3.97) 

𝑦𝐶𝑂2(2) = (−
2𝐷𝐶𝑂2

∆𝑥2
−

𝑢

∆𝑥
− 𝑘1)                                                                              (3.98) 

𝑦𝐶𝑂2(3) = (
𝐷𝐶𝑂2

∆𝑧2
)                                                                                                        (3.99) 

The right hand side of the equation is equal to zero 

At the 3rd node; 

𝑦𝐶𝑂2(2) = (
𝐷𝐶𝑂2

∆𝑧2
+

𝑢

∆𝑧
)                                                                                            (3.100) 

𝑦𝐶𝑂2(3) = (−
2𝐷𝐶𝑂2

∆𝑧2
−

𝑢

∆𝑧
− 𝑘1)                                                                            (3.101) 

  𝑦𝐶𝑂2(4) = (
𝐷𝐶𝑂2

∆𝑧2
)                                                                                                      (3.102) 

The right hand side of the equation = 0 

At node 𝑛 + 1  

𝑦𝐶𝑂2(𝑛) = (
2𝐷𝐶𝑂2

∆𝑧2
+

𝑢

∆𝑧
)                                                                                        (3.104) 

𝑦𝐶𝑂2(𝑛+1) = (−
2𝐷𝐶𝑂2

∆𝑧2
−

𝑢

∆𝑧
− 𝑘1)                                                                          (3.105) 

The right hand of the equation = 0. 

These coefficients are then arranged in tridiagonal matrix (A) and solved using a C++ code presented in 

appendix C.  

**
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CHAPTER FOUR-MATERIALS AND METHODS 

_________________________________________________________________________ 

4.1. Introduction 

An experimental design is the most appropriate method used in the analysis of the optimization 

process. The Taguchi method was used to manipulate the experimental factors to generate statistically 

analyzable data where the choice of the factors being informed by the fact that the use of an experimental 

design dictates that the factors must have little or no degree of association. The effect of each factor in the 

response parameter 𝐾𝑦𝑎𝑒, is established before optimization            

4.2. Apparatus and materials   

 The absorption column 

The design of this unit requires a sufficient understanding of the reaction kinetics, column 

hydrodynamics and mass transfer coefficients of the diffusing gas. These factors are important in 

simulation and optimization of the process (Haroun and Raynal, 2016). The column had an internal 

diameter of 0.15m, packed to a height of 0.35m. The height was so designed to achieve the objective of 

the process of producing biomethane of 95% methane at a negligible pressure drop across the bed. Glass 

spheres of diameter 0.04m was used as the column packing and provided a large surface area per unit 

volume in the bed where the fluids flowed in countercurrent.  

The column had three distinct sections, the top section that had a liquid nozzle for an even 

distribution of the solvent stream over the bed’s cross-section area, a middle section supported by a wire 

mesh and a bottom section having provision for gas inlet and distribution with a sump for draining the 

solvent.     

Aqueous sodium hydroxide solution supply line 

The solvent was held in the solvent tank and was pumped to the top of the column through a liquid 

rotameter by a 1 4⁄ ′
 PVC  pipes   

Gas supply line 

This line consisted of the biogas and carbon dioxide canisters that delivered the respective gasses, 

the gas rotameter and valves for flow regulation.  
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Gas analyzer  

The gas analyzer was used to quantify CO2 mole in the raw gas and the upgraded gas.    

4.3. Experimental setup 

The objective was realized by designing the absorption process such that the overall mass transfer 

coefficient 𝐾𝑦𝑎𝑒, a parameter that is quantified using measurement of the CO2 mole fraction in the gas to 

and from the column, is maximized. This was made possible by setting up an experiment as presented in 

the flow char in Figure 4.1. In this set-up, the effect of the four variable (experimental factors) on the 

following two parameters were investigated: 

1) 𝐾𝑦𝑎𝑒 which is the overall mass transfer coefficient based on the coefficient in the gas film,   

2) 𝑎𝑒 which is the effective mass transfer area for mass transfer over the packing surface.  

The set-up was designed such that the gas and liquid flows in the packed bed are evenly distributed 

and regulated to avoid flooding or channeling (Hoffmann et al., 2006). The experiments done by pumping 

the solvent to the top of the column at a fixed volumetric flow rate L, creating a solvent superficial velocity 

𝑢𝑥 in the bed while the raw gas was regulated by a valve, providing gas volumetric flow rate V, to the 

column.  

The superficial velocities 𝑢𝑥 and 𝑢𝑦 were individually calculated assuming that the column was 

devoid of the packing and that the fluid was the only fluid flowing in the column. They were calculated 

using the following equations 

𝑢𝑥 =  (𝐿 𝑆⁄ ) 𝑎𝑛𝑑 𝑢𝑦 = (𝑉 𝑆⁄ )                                                                             () 

Where 𝑆 is base area of the column, 

𝐿 is the solvent volumetric flow rate, 

𝑉 is the gas volumetrioc low rate.   

To investigate the influence of the individual factors on the two parameters, one factor was varied 

over the set operating range while keeping the other factors constant. The operating range for each factor 

is given in Table 4.1.     
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Figure 4. 1: Flow chart for biogas upgrading process 

 

Table 4. 1:  Region of interest for the experimental factors 

Factors 
Range 

Low High 

Gas Superficial velocity, uy (m/s)  0.5 2.5 

Solvent Superficial velocity, ux (m/s) 0.002 0.016 

Solvent Concentration, 𝑂𝐻−(gmol/L)  0.1 0.3 

CO2 mole fraction in the gas feed (v/v) 0.45 0.55 

 

4.4. Effective Area and Overall Mass Transfer coefficient 

The two parameters are evaluated using Wang models from the previous chapter (section 3.3). for 

the effective mass transfer area over the packing (𝑎𝑒) Eq. 3.53 is used while for the overall mass transfer 

coefficient (𝐾𝑦𝑎𝑒), Eq. 3.55a is used. The fractional effective area is the ratio of the effective area 𝑎𝑒, to 

the total surface area of the packing 𝑎𝑠, which was 5.06 m2.  

 

𝑎𝑓 = (𝑎𝑒 𝑎𝑠⁄ )                                                                                                                (4.1)   
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4.5. Process Optimization 

4.5.1. Parameter identification 

There are many column variables that influence optimization of the chemisorption. However, this 

investigation considers the following variable as the experimental factors.   

i. Gas superficial velocity, 𝑢𝑦, 

ii. Solvent superficial velocity, 𝑢𝑥, 

iii. Solvent concentration, 𝐶𝑥,  

iv. Carbon dioxide concentration in the gas feed, 𝑦𝑎.     

These factors were subjected optimization using the Taguchi experimental design method within the 

ranges given in Table 4.1.  

    

4.5.2. The experimental runs 

Nine experiments were conducted based on a 𝐿934 orthogonal array with the factors set at different 

levels for each run with the objective of maximizing 𝐾𝑦𝑎𝑒 here considered to as the performance 

parameter. This parameter was calculated using CO2 mole fraction in the gas to and from the column i.e. 

𝑦𝑎 and 𝑦𝑏 respectively. These measurements were done using a gas analyzer respectively placed at 

sampling points 1 and 2 as identified in the flow sheet in Figure 4.1.  

This was evaluated by the ascertaining the amount of 𝐶𝑂2 absorbed by the solvent using the ratio 

of 𝐶𝑂2 mole fraction in the gas stream to and from the column. The ratio was used in calculating the value 

of 𝐾𝑦𝑎𝑒, using Eq. 3.55a and transformed to the signal-to-noise ratio 𝜓 for statistical analysis. 

4.5.3. The analysis of the response parameters 

The objective here is to optimize the response parameter where, the objective function for 

optimization may be simplified as:     

𝑈(𝑋1, 𝑋2, 𝑋3, 𝑋4) = ∑ 𝑈𝑖(𝑋𝑖)

4

𝑖=1

                                                                                   (4.2) 

Where 𝑈 is the optimum condition and 𝑋 the experimental factors  

The Taguchi method has created a standard orthogonal array to accommodate this optimization 

which is left to the researcher to select based on the number of factors, interactions and levels needed i.e. 

the number of different values the factor assumes according to its discretization within the region of 
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interest. Since there are four factors considered in the optimization with three levels, for each factor, the 

L9(3
4) orthogonal array was selected.  

In this array, nine trials were sufficient to provide enough information for statistical analysis with 

each trial repeated five times and the average overall mass transfer coefficient  

(𝐾𝑦𝑎𝑒)
𝑛
 calculated. The coefficient was then transformed to the signal-to-noise ratio 𝜓𝑛 for each trial. 

The concept of signal-to-noise ratio is useful in improvement of the quality through variability reduction 

and the improvement of measurement. From Table 3.1, the “bigger-the-better” objective function was 

used in calculating the averaged signal-to-noise ratios.                      

 

𝜓 = −10𝑙𝑜𝑔 [
1

𝑛
∑ (

1

𝑦𝑖
2)

𝑛

𝑖=1

]                                                                                         (4.3) 

 

Where 𝑦 is the observed response parameter, the overall mass transfer coefficient  

 𝑛 is the number of repetitions in each trial,   

 Once the signal-to-noise ratio for the rums have been calculated, the averaged signal-to-noise ratio 

for each parameter at the three levels is estimated. This is done by averaging the signal-to-noise ratio 

where factor 𝑖 at level 𝑗 participated .   

(𝜓)𝑖,𝑗 = (
(𝜓)1+(𝜓)2+(𝜓)3

3
)                                                                                         (4.4)     

4.6. Calorific value measurement 

The calorific values 𝑄 of the raw gas and the upgraded gas was established by conducting an 

experiment where a given mass of water is heated in a domestic stove fired by the gas for a period of time. 

In this experiments, 10 Kg of water was heated for 10 minutes and the rise in temperature ∆𝜃 noted. The 

gas to the stove was delivered as a volumetric flow rate of 0.05 m3/s of mass flow rate 𝑉 ∙ 𝜌. The calorific 

value was then calculated by Eq. 4.1.  

𝐶𝑉 = (𝑚𝑐𝑝∆𝜃 ) (𝑉 ∙ 𝜌)⁄                                                                               (4.5)   

Where  𝑚 is the mass water 𝐾𝑔, 

𝑐𝑝 is the specific heat capacity of water 𝐾𝑗 ∙ 𝐾𝑔−1𝐾−1, 

∆𝜃 is the rise in temperature ℃, 
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𝑉 is the flue gas volumetric flow rate , 𝑚3 ∙ 𝑠−1 

𝜌 is the gas density𝐾𝑔 ∙ 𝑚−3    

         

** 
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CHAPTER FIVE-RESULTS AND DISCUSSIONS 
_________________________________________________________________________ 

5.1. A general view   

Prior to establishing the optimum operating condition, the effect of the experimental factors on 𝑎𝑒, 

expressed as a fraction of the specific packing area (𝑎𝑓), and the overall mass transfer coefficient (𝐾𝑦𝑎𝑒), 

are determined. Finally, the calorific values of the raw gas and the upgraded gas were then compared.   

5.2. The fractional effective Mass Transfer area 

5.2.1. Effect of solvent superficial velocity 

The effect of the solvent superficial velocity (𝑢𝑥), was investigated by increasing magnitude   

within the set range i.e. from 0.002 to 0.016 𝑚 𝑠⁄ . The calculated values of 𝑎𝑓, the effective area for mass 

transfer expressed as a fraction of the total surface area of the packing, was then plotted against 𝑢𝑥  at 

different values of the gas superficial velocities 𝑢𝑦 and the results presented in Figure 5.1. 

 

 

 

 

 

 

 

 

 

Figure 5. 1: Variation of the effective area with the solvent superficial velocity at three different gas 

superficial velocities. 

From the plots, 𝑎𝑓 , increased with increase in 𝑢𝑥. This increase is caused by an increase in the 

wetted area (𝑎𝑤) over the packing and reduction in the magnitude of dead zones within the wetted surface. 

At high valued of 𝑢𝑥, turbulence is created in the liquid phase that creates disturbance at the
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 interface and formation of bubbles and mists,  a phenomenon that increases the effective area for mass 

transfer 𝑎𝑒. As 𝑢𝑥 increases, the rate of replacement of 𝐶𝑂3
−2 ions in the reaction zone within the liquid 

film increases and going by the Le Chatelier’s principle, this accelerates the forward reaction between 

𝐶𝑂2 and 𝑁𝑎𝑂𝐻.    

Chao Wang (Wang, 2015), using MP250Y packing found that the effective area increased with 

increase in liquid superficial velocity to the power of 0.15 for all gas velocities.        

5.2.2. Effect of Gas Superficial Velocity 

With all the other factors kept constant, i.e. the solvent superficial velocity 𝑢𝑥, the solvent 

concentration [𝑂𝐻−] and CO2 mole fraction 𝑦𝑎, the gas superficial velocity was increased from 0.5 to 

2.5 𝑚 𝑠⁄  and the fractional effective area 𝑎𝑓, calculated over this range. Plots of 𝑎𝑓 against 𝑢𝑦 are 

generated for three different values of 𝑢𝑥 as shown in Figure 5.2.   

 

 Figure 5. 2: The variation of fractional effective area (𝑎𝑓) with the gas superficial velocity (𝑢𝑦). 

It is established that 𝑎𝑓 increased with increase in 𝑢𝑦.  This is attributed to the effect of increased 

instability of the liquid flow caused by the increased gas flow that lead to increased ripples, waves and 

droplets creation at the gas-liquid interface.   

The increase in effective area with gas superficial velocity has also been observed by other 

researchers. It increases by 9% when the gas superficial velocity with increases from 0.59 to 1.48 m/s and 

increases by 2 to 3 % thereafter until flooding (Wang, 2015 ).   
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5.2.3. Effect of Solvent Concentration 

The solvent concentration (𝑂𝐻−), was increased from 0.1  to 0.3 𝑔𝑚𝑜𝑙 𝐿⁄  while keeping all the 

other three factors constant, i.e. the gas superficial velocity 𝑢𝑦, the solvent concentration 𝐶𝑥 and CO2 mole 

fraction 𝑦𝑎. The fractional effective area 𝑎𝑓 was then calculated over this range and plotted against the 

solvent concentration as presented in Figure 5.3. There is an increase in 𝑎𝑓 with the solvent concentration 

caused by increased number of solvent molecules in the reaction zone. For a fast reaction, this zone is 

shifted towards the interface between the phases which increases the active sites at the this interface and 

subsequently increase 𝑎𝑒.  

 

Figure 5. 3: A plot of the variation of fractional effective area with the solvent concentration 

at three different solvent superficial velocities.   

   

5.2.4. Effect of carbon dioxide mole fraction   

With solvent superficial velocity 𝑢𝑥, gas superficial velocity 𝑢𝑦, and the solvent concentration 𝐶𝑥 

kept constant, carbon dioxide mole fraction in the gas feed 𝑦𝑎, was increased 0.45 to 0.55 and  the effective 

area 𝑎𝑓 calculated and plotted against 𝑦𝑎 as in the plots in Figure 5.4. 

The fractional effective area increased with increase in 𝑦𝑎 over the operating range. The increase 

is as a result of increased in solute concentration difference across the gas film that results in an increase 

in mass flux across the gas film. This creates the Marangoni effect, a condition of molecular instability at 

the interface which increases the magnitude of 𝑎𝑒.    
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 Figure 5. 4: Variation of the effective area with 𝐶𝑂2 mole fraction in the gas feed 𝑦𝑎   

 

5.3. The Overall Mass Transfer Coefficient 

5.3.1. Effect of solvent superficial velocity 

The effect of the solvent superficial velocity (𝑢𝑥) on 𝐾𝑦𝑎𝑒 was evaluated by varying it over the 

operating range while keeping the other factors constant i.e. the gas superficial velocity 𝑢𝑦, solvent 

concentration 𝐶𝑥 and CO2 mole fraction 𝑦𝑎. The overall mass transfer coefficient 𝐾𝑦𝑎𝑒, was then 

calculated and plotted against  𝑢𝑥 in Figure 5.4. 

 

 Figure 5. 5: Variation of the overall mass transfer coefficient with the solvent superficial velocity 𝑢𝑥 .  
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The overall coefficient increased with increase in solvent superficial velocity at the three gas 

velocities caused by increased proportion of 𝑎𝑤, increased renewal of hydroxide molecules in the reaction 

zone and a reduction in liquid film resistance which increase  𝐾𝑦𝑎𝑒.   

 

5.3.2. Effect of gas superficial velocity  

The gas superficial velocity 𝑢𝑦, was increased from 0.5 to 2.5 𝑚 𝑠⁄ , 𝐾𝑦𝑎𝑒 was calculated over this 

range while keeping the solvent superficial velocity 𝑢𝑥, the solvent concentration [𝑂𝐻−] and CO2 mole 

fraction 𝑦𝑎 constant, and the results plotted in Figure 5.5. As 𝑢𝑦 increases the overall coefficient increases, 

facilitated by turbulence in the gas phase which increases with 𝑢𝑦 and the reduction of dead air zones 

unavailable for mass transfer, leading to an increase in gas film mass transfer coefficient 𝑘𝑦 and 

subsequently 𝐾𝑦𝑎𝑒. Depending on its magnitude, increase in 𝑢𝑦 may also be responsible for increasing 

liquid phase turbulence. 

The increase in interfacial area between the gas and liquid phases in the column has been reported 

to increase the magnitude  𝐾𝑦𝑎𝑒. It increased from 23 to 34 kg-mol·(atm·m3 ·h) -1 when the gas velocity 

increased from 2.3 to 6.2 m/s (Dixit, 2015). The same trend was observed by Sovilj et al., (2019), who 

investigated the effect of gas superficial velocity at constant composition and solvent superficial velocity. 

The coefficient increased from 2.9 to 3.6 Kg, mol/(m2h) when the gas delivery was increased from 7,000 

to 12,500 L/h similar trend had previously been observed by Charpentier, J. C., (1976).  

 

5.3.3. Effect of Solvent Concentration 

The solvent concentration (𝑂𝐻−) was increased from 0.1 to 0.3 𝑔𝑚𝑜𝑙 𝐿⁄   while keeping the 

solvent superficial velocity 𝑢𝑥, gas superficial velocity 𝑢𝑦 and CO2 mole fraction 𝑦𝑎 constant. The overall 

mass transfer coefficient 𝐾𝑦𝑎𝑒 was calculated over this range and plotted against the concentration as 

presented in Figure 5.6. From the plots, 𝐾𝑦𝑎𝑒 increases sharply with increase in  [𝑂𝐻−], attributed to the 

influence of the reaction between the gas and the solvent whose rate is a function of the concentration of 

the reacting species. An increase in the solvent’s concentration would increase the rate which in turn 

increases the enhancement factor 𝛽 and contributes to an increase in the value of 𝐾𝑦𝑎𝑒. The reaction zone 

within the liquid film is shifted towards the interface, having the effect of increasing the effective area 𝑎𝑒. 

This too contributes to increasing the overall coefficient.     
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Although an increase in concentration decreases the apparent gas phase mass transfer coefficient 

𝑘𝑦
′ , due to an increase in solvent viscosity 𝜇𝑥, the shift in the reaction zone towards the interface renders 

this effect insignificant.   

     

 

 Figure 5. 6: Plot of the variation of the overall mass transfer with the gas superficial velocity 𝑢𝑦.  

 

 Figure 5. 7: Plot of the variation of 𝐾𝑦𝑎𝑒  with the solvent concentration, [𝑂𝐻−]   

5.3.4. Effect of Carbon Dioxide Mole Fraction 

The varying its value from 0.45  to 0.55, keeping the other three factors constant i.e. the solvent 

superficial velocity 𝑢𝑥, the gas superficial velocity 𝑢𝑦 and the solvent concentration𝐶𝑥. The calculated 

values of the 𝐾𝑦𝑎𝑒 was plotted against 𝑦𝑎 in Figure 5.7.   
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 Figure 5. 8: Plot of the effect of 𝐶𝑂2 mole fraction on the overall mass transfer 

coefficient 𝐾𝑦𝑎𝑒 ,  at three different solvent velocities. 

The overall coefficient increases marginally with increase in 𝑦𝑎. This is realized due to the increase 

in the gradient of CO2 partial pressure in the gas film that increases molecular instability at the interface 

and the gas’ concentration increase at the interface. The molecular instability stems from a variety of 

physio-chemical interaction that generates surface tension gradients, increasing molecular surface 

renewal. These scenarios increase the effective area 𝑎𝑒 and subsequently 𝐾𝑦𝑎𝑒. However, Sovilj et al., 

(2019), found out that increasing CO2 mole fraction in the gas feed at constant gas and solvent flow rates, 

the overall mass transfer coefficient decreases marginally.   

5.4. Process optimization 

a) The orthogonal array 

 

An 𝐿9(34) orthogonal array (OA) was used where nine experimental runs were performed with 

the factors set at three different levels. The response parameter was calculated for the nine experiments 

and tabulated in Table 5.1. The response parameters were converted to the signal-to-noise ratio 𝜓, for 

each run and the average value for each factor calculated based on the vales of 𝜓. Plots of  𝜓 against the 

factor’s levels were generated as presented in Figure 5.9. 
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Table 5. 1: The Response Parameters in an 𝑙9(34) Orthogonal Array. 
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Experiment  

Number 

Independent Variables.  Averaged Performance Parameters  

𝒖𝒚 𝒖𝒙 [𝑶𝑯−] 𝒚𝒂 𝒚𝒃 
𝑲𝒚𝒂𝒆 

(𝒌𝒎𝒐𝒍 𝒎𝟐. 𝒔. 𝒌𝑷𝒂⁄ ) 

1 1 1 1 1 0.0808 0.099017 

2 1 2 2 2 0.0104 0.022335 

3 1 3 3 3 0.0001 0.491151 

4 2 1 2 3 0.2014 0.035657 

5 2 2 3 1 0.1080 0.246973 

6 2 3 1 2 0.0610 0.363912 

7 3 1 3 2 0.2784 0.168839 

8 3 2 1 3 0.2206 0.263379 

9 3 3 2 1 0.0940 0.451447 
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 Figure 5. 9:Plots of the variation of the signal-to-noise ratios 𝜓, for the main effects for the 

experimental factors. 

 

The influence of the factors is proportional to the magnitude of the plot and from the plots in Figure 

5.9, solvent superficial velocity 𝑢𝑥, has the greatest influence while the gas superficial velocity 𝑢𝑦 has the 

least. It is concluded that the column efficiency increases with increase in 𝑢𝑥. The optimum operating 

condition for the column is guided by the original objective function. Since the objective function was the 

“bigger-the-better” objective function. The optimum operating condition �̂� is achieved when the factors 

are set at a level which gives the highest signal-to-noise ratio. In this case, the plots in the graph shows 

that all the factors are set at level 3 to attain optimum conditions. The levels are: 

i. 𝑢𝑦, at 2.5 𝑚 𝑠⁄ , 

ii.  𝑢𝑥 at 0.016 𝑚 𝑠⁄ , 

iii.  𝐶𝑥  at 0.3 𝑔𝑚𝑜𝑙 𝐿⁄  

iv. 𝑦𝑎 at 0.55 𝑣 𝑣⁄  

The optimum signal-to-noise ratio �̂� was therefore  −1.5539, which transforms to the overall mass 

transfer coefficient of  0.8444 𝑚𝑜𝑙 𝑚3. 𝑠⁄ . 𝑃𝑎.  

 

b) The Analysis of variance (ANOVA) 

As a follow up OA analysis, an analysis of variance ANOVA, is performed on the data where the 

importance of any of the factors is represented by the magnitude of the 𝐹 − test value. The ANOVA 

results is presented in Table 5.4.  
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Table 5. 2: The ANOVA Table. 

Factors 

Degree of 

Freedom 

(DOF) 

 Sum of 

Squares 

(𝑺𝑺𝒇) 

Mean 

Square 

Variance 

ratio, 

(𝑭) 

Correction 

Factor 

(𝑺𝒇) 

  

Percent 

contribution 

(𝝆𝒇) 

1 𝑢𝑦 2  4.7940 2.3970 2.2309 2.6451 1.2235 

2 𝑢𝑥 2  139.0078 69.6039 64.6862 136.8588 63.3066 

3 [𝑂𝐻−] 2  64.6267 32.3134 30.0735 62.4778 28.9002 

4 𝑦𝑎 2  6.6810 3.3405 3.1089 4.5320 2.0963 

Error 1  1.0745 1.0745    
Total 9  216.1840     

From the ANOVA table, the highest contribution to the signal-to-noise ratio 𝜓, is made by the 

solvent superficial velocity (𝑢𝑥) whose contribution is 63.3% while the lowest is made by gas superficial 

velocity 𝑢𝑦 at 1.22%. The significance of the factors measured by the 𝐹-test at a threshold of 4, show that 

𝑦𝑎 and 𝑢𝑦 has no significant effect on the chemisorption of CO2 in a packed column using aq NaOH 

solution.    

c) The optimum mass transfer coefficient  

Based on the analysis of 𝜓,  the estimated value of the optimum operating conditions �̂�, was calculated. 

Based on the finding in Figure 5.9, the optimum operating condition is achieved when all the factors are 

set at level 3. i.e.  𝑢𝑦, at 2.5 𝑚 𝑠⁄ , 𝑢𝑥 at 0.016 𝑚 𝑠⁄ , 𝐶𝑥  at 0.3 𝑔𝑚𝑜𝑙 𝐿⁄   and 𝑦𝐶𝑂2
 at 0.55 𝑣 𝑣⁄ . The 

optimum signal-to-noise ratio �̂�,  was evaluated to be −1.5539, and it is transformed to a the overall mass 

transfer coefficient of value 0.8444 𝑚𝑜𝑙 𝑚3. 𝑠⁄ . 𝑃𝑎.  

5.5. The calorific value 

The calorific values CV, of the raw gas and the upgraded gas were estimated using a domestic stove. For 

the raw biogas, the CV was 15,012.2 kj/kg while that of upgraded biogas was 40,944 KJ/kg. This is an 

increase of 25,932.42 KJ/kg thanks to upgrading. However, the values recorded here are lower than the 

standard calorific values reported in literature and the discrepancy is attributed to heat losses in the stove.   

5.6. Column simulation  

The concentration profile of CO2 in the bed with variation of gas superficial velocity 𝑢𝑦, was 

established by simulation of the CDR equation and presented in Figure 5.1.       
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 Figure 5.10: Simulated values of the variation of 𝐶𝑂2 along the column height Z with gas superficial velocity, 

uy 

 

The results show that there is a general exponential fall in 𝐶𝑂2 mole fraction. An increase in 𝑢𝑦 

increases the mole fraction in the exiting gas 𝑦𝑏. This finding informs the practice of keeping the gas flow 

rate to the column low, in the process increase the residence time in the column, in the process increase 

the amount of CO2 being sequestrated by the solvent. This will have the effect of increasing the column 

efficiency and reduce operating cost. The result of the model simulation of the model was compared with 

the experimental results and plotted in Figure 5.2.  
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Figure 5. 11: Comparison of experimental and simulated values of 𝑦𝑏  with gas superficial velocity.    

Both results show that the effluent’s CO2 mole fraction increases with increase in 𝑢𝑦. 

 

5.7. Hydrogen Sulphide sequestration   

From all the experimental runs conducted the effluent gas from the column had no trance of H2S 

according tie the readings of the gas analyzer. It is then concluded that the dilute concentration of aq 

NaOH solution was effective in eliminating the poisonous gas from biogas.        
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CHAPTER SIX: - CONCLUSIONS AND RECOMMENDATIONS   
___________________________________________________________________________________________ 

6.1. Conclusions 

Using the column’s streams flow rates their concentrations, biogas was upgraded in a column 

packed with spherical packing operated at room temperature and pressure. Preceding the optimization, 

investigations were separately done to ascertain the effects of the experimental factors on the effective 

area for mass transfer 𝑎𝑒 and the overall mass transfer coefficient 𝐾𝑦𝑎𝑒. The following are the conclusions 

drawn:       

I. Effective area,  

a) An increase in the solvent superficial velocity greatly influences the increase the effective area 

over the packing surface. 

b) An increase in the gas superficial velocity has a minimal effect on the effective area. 

c) Within the operating range of solvent concentration, the solvent concentration has no effect on the 

effective area.   

d)  It was observed that variation of the concentration of carbon dioxide in the gas feed to the column 

has no effect in the effective areas for mass transfer.  

      

II. Overall volumetric mass transfer coefficient 

a) The coefficient increases linearly with solvent superficial velocity of which the liquid film 

coefficient is a function of.    

b) As the gas velocity increases, the overall mass transfer coefficient increases linearly within the 

operating range.  

c) An increase in solvent concentration increases the overall mass transfer coefficient.  

d) The overall mass transfer coefficient decreases with increase in carbon dioxide mole fraction in 

the gas feed to the column. 

   

III. Process optimization 

Considering the four experimental factors, the solvent superficial velocity 𝑢𝑥  had the highest 

influence on the overall mass transfer coefficient while the gas superficial velocity 𝑢𝑦 had the least 
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effect. The ANOVA analysis further established that the gas superficial velocity 𝑢𝑦 and CO2 mole 

fraction in the gas feed 𝑦𝑎, have no significant effect of the operation of the column and for an optimum 

absorption, the liquid-to-gas 𝐿 𝐺⁄  ratio must be kept high. A high ratio would eliminate the need of 

using a chemisorption process when upgrading the raw gas, making the process a purely a physical 

process while still retaining the benefits of eliminating the health hazard, increase calorific value and 

reduce CO2 emission. 

         

IV. Calorific value 

Upgrading biogas using the reactive solvent increases its calorific value from an average of 

15,012kJ/kg to an average value of 40,944 kJ/kg, justifying the upgrade.     

6.2. Recommendation 

6.2.1. Recommendations for work done 
The recommendations drawn from the results of this investigative study is summarized as follows:  

i. Due to its low cost and simplicity, an absorption column should be incorporated to all existing and 

new biogas production plants.    

ii. To keep the operational cost low, a physical absorption could suffice. However, due to the presence 

of Hydrogen sulphide, the use of the solvent at low concentration is recommended.  

iii. The benefits of using the column are: 

a) Reduce greenhouse gas emission 

b) Increase calorific value for the fuel gas  

c) Reduction in respiratory diseases  

d) Reduced corrosion in machinery powered using biogas. 

6.2.2. Recommendation for future work 

1) Investigate column performance characteristics using CFD simulation software openFOAM.  

i. access information on a local scale which is not measurable with experimental methods 

ii. Use of turbulence models e.g. 𝑘 − 𝜀 model  

2) This research has also elicited interest in simulating the randomly packed column using the Lattice 

Boltzmann method as is applied to porous media.  
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APPENDICES   
_______________________________________________________________________________________ 

Appendix A: Parameters for the solvent.  

 
Solvent 

Concentration 

[𝑶𝑯−] 
(𝒈𝒎𝒐𝒍 ∙ 𝑳−𝟏) 

Viscosity𝝁, 

(cP) 

Diffusion 

Coefficient, 𝑫𝑪𝑶𝟐 .𝒙 

 (𝒎𝟐 ∙ 𝒔−𝟏) 

Henry’s Law 

constant, 𝑯𝒄𝒑 

 (kmol ∙ 𝒎−𝟑 ∙ 𝑷𝒂−𝟏) 

Second-order reaction 

rate constant, 𝒌𝟏 

(𝒎𝟑 ∙ 𝒌𝒎𝒐𝒍−𝟏 ∙ 𝒔−𝟏) 

0.1 1.0374 1.6E − 6 0.03535 4.0832 

0.2 1.0748 1.6E − 6 0.03410 4.2708 

0.3 1.1122 1.6E − 6 0.03325 4.6465 

0.4 1.1496 1.6E − 6 0.03205 4.6646 

0.5 1.1870 1.6E − 6 0.03095 4.8708 

0.6 1.2244 1.6E − 6 0.02680 5.0833 

0.7 1.2618 1.6E − 6 0.02995 5.3023 

0.8 1.2992 1.6E − 6 0.02805 5.5275 

0.9 1.3366 1.6E − 6 0.02715 5.7592 

1.0 1.370 1.6E − 6 0.02635 5.9972 
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Appendix B: Gas-Solvent reaction mechanism   
 

The major reaction in the absorption column is that of carbon dioxide and sodium hydroxide. This reaction has been 

studied widely. It can be expressed as follows: 

𝑅1:              𝐶𝑂2 + 𝐻2𝑂 → 𝐻𝐶𝑂−
3 + 𝐻+                                       

𝑅2:             𝐶𝑂2 + 𝑂𝐻− → 𝐻𝐶𝑂−
3                                                                                  

𝑅3:            𝐻𝐶𝑂−
3 + 𝑂𝐻− → 𝐶𝑂2−

3 + 𝐻2𝑂                                                   

At a pH greater than 10, reaction 𝑅1 has a negligible effect on the rate of carbon dioxide absorption. The 

next reaction 𝑅2 is followed by an instantaneous reaction 𝑅3. Therefore, the overall reaction between carbon dioxide and 

aqueous sodium hydroxide solution can be expressed as: 

𝐶𝑂2 + 2𝑂𝐻− → 𝐶𝑂2−
3 + 𝐻2𝑂 

This is a second first order irreversible reaction. 
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Appendix C: The L9(34) Orthogonal Array 

 

  Experiment  

Number 

Independent Variables.  Averaged Performance Parameters  

𝒖𝒚 𝒖𝒙 [𝑶𝑯−] 𝒚𝒂 𝒚𝒃 
𝑲𝒚𝒂𝒆 

(𝒌𝒎𝒐𝒍 𝒎𝟐. 𝒔. 𝒌𝑷𝒂⁄ ) 

1 1 1 1 1 0.0808 0.099017 

2 1 2 2 2 0.0104 0.022335 

3 1 3 3 3 0.0001 0.491151 

4 2 1 2 3 0.2014 0.035657 

5 2 2 3 1 0.1080 0.246973 

6 2 3 1 2 0.0610 0.363912 

7 3 1 3 2 0.2784 0.168839 

8 3 2 1 3 0.2206 0.263379 

9 3 3 2 1 0.0940 0.451447 
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Appendix D: The column simulation code 

 

#include <iostream> 

#include <ctime> 

#include <stdlib.h> 

using namespace std; 

double u, r, dif, H, z, k, oh, Y, e; 

void solve(double* a, double* b, double* c, double* d, int n) 

        { 

            n--; // since we start from x0 (not x1) 

            c[0] /= b[0]; 

            d[0] /= b[0]; 

            for (int i = 1; i < n; i++) 

                { 

                    c[i] /= b[i] - a[i]*c[i-1]; 

                    d[i] = (d[i] - a[i]*d[i-1]) / (b[i] - a[i]*c[i-1]); 

                } 

                d[n] = (d[n] - a[n]*d[n-1]) / (b[n] - a[n]*c[n-1]); 

                for (int i = n; i-- > 0;) 

                    { 

                        d[i] -= c[i]*d[i+1]; 

                    } 

        } 

int main() 

    { 

            system("color 2E"); 

            time_t now = time(0); 

            char * dt = ctime(&now); 

                     std::cout <<"\t\t"<< dt << std::endl; 

            std::cout << "\tEnter the gas superficial velocity:"; 

                     std::cin >> u; 

            std::cout << "\tEnter the solvent concentration in gmol/L:"; 

                     std::cin >> oh; 

                if(oh = 0.1) 

                       k = 8.3455; 

            std::cout << "\tEnter the inlet CO2 mole fraction:"; 

                      std::cin >> Y; 

        int e = 10; 

        double dif = 0.00016; 

        int n = e+1; 

            std::cout << "\t\tSolution of the CDR equation " << std::endl; 

            std::cout << "\t\t============================\n\n" << std::endl; 

            std::cout << "\tNumber of elements:" << e << std::endl; 

            std::cout << "\n\tNode Number\tx(meters)\tSolute Mole Fraction" << std::endl; 

            std::cout << "\t-----------\t---------\t--------------------" << std::endl; 

 

        double h = 0.35; 

        double z = h/e; 

        double A = (dif/(z*z)+(u/z)); 

        double AN = (2*dif/(z*z))+(u/z); 

        double B1 = -(2*dif/(z*z))-(3*u/z)-(k*oh)-(2*u*u/dif); 

        double B = -(2*dif/(z*z))-(u/z)-k*oh; 

        double C1 = (2*dif/(z*z)+(u/z)); 

        double C = dif/(z*z); 

        double R1 = -(((2*u*u)/dif)+((2*u)/z))*Y; 

        double R = 0; 

         double a[11] = { A, A, A, A, A, A, A, A, A, AN}; 
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         double b[11] = { B1, B, B, B, B, B, B, B, B, B, B}; 

        double c[11] = { C1, C, C, C, C, C, C, C, C, C}; 

         double d[10] = { R1, R, R, R, R, R, R, R, R, R}; 

          solve(a,b,c,d,n); 

           for (int i = 0; i < n; i++) 

                { 

                    cout <<"\t\t\t\t\t\t" << d[i] << endl; 

                } 

        return 0; 

    } 

 

** 

 
 


