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ABSTRACT 

The adoption of renewable energy, such as solar, to meet the energy demand in buildings has 

become one of the keys to achieving the global target for net-zero emissions. As a result, solar 

photovoltaic installations have increased tremendously, giving rise to an enormous redundancy 

of electricity generation. This has become an issue requiring alternative ways to be addressed. 

Underground thermal energy storage (UTES) for power-to-heat operations has gained interest 

in this area due to its reliability, cost-effectiveness, and carbon-free nature. However, UTES 

systems face challenges of thermal losses requiring improvement through thermal insulation 

of the storage volumes. This solution is yet to be applied in developing and evaluating inverse-

grey-box (IGB) models for application in water heating and building space conditioning. The 

goal of this study was to model and simulate a solar-assisted dual-source heat pump system 

combined with UTES for application in water heating, space heating, and space cooling.  

This study conducted an experimental investigation of vertical and horizontal configurations 

of UTES with insulation on the top and sides of its storage volumes. A detailed transient system 

(TRNSYS) model representing the actual experimental set-up was developed, in addition to a 

4 resistance, 2 capacitance (4R2C) IGB model, which was developed using thermal network 

analysis. These models were calibrated for application using the measured data from the 

experiment. Additionally, the data generated from the calibrated TRNSYS model was used to 

re-calibrate the IGB model and evaluate its short- and long-term performance. Furthermore, an 

original system configuration with an operational strategy guided by simple control algorithms 

integrating the calibrated UTES model for inter-seasonal consumption of surplus solar energy 

in a public-school building was also developed and evaluated using four distinct study cases. 

Case 1 involves an air-source air-load (ASAL) with UTES for power-to-heat and cool (P2HC) 

operation, Case 2 and Case 3 involve an air-source water-load (ASWL) heat pump with 1.5m-

deep and 150m-deep UTES, respectively, for P2HC operation. Each case was modelled with a 

corresponding conventional case without UTES for P2HC operation. Case 4 involves a dual-

source dual-load heat pump with a conventional ASAL heat pump without UTES for P2HC 

operation as the base case.  

 

The results of the TRNSYS and IGB model calibration showed that the TRNSYS model agreed 

with the measured data, predicting the output water temperature with a coefficient of variation 

of root mean square error (CVRMSE) of 3.16% and 2.97% for the vertical and horizontal 
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configurations, respectively. Similarly, the IGB model agreed with the measured data with 

CVRMSE of 7.91% and 3.17% for vertical and horizontal types, respectively. Moreover, 

sensitivity analysis on the IGB model showed that the longer the training duration, the higher 

the performance was, with a convergence point of 20 weeks. These results indicate that the 

models are well-calibrated and validated for application.  

The evaluation of the developed system configuration and control strategy improved the 

performance of the incorporated heat pumps in different case studies. A P2HC efficiency, 

energy savings, and UTES thermal efficiency of 16%, 18%, and 22%, respectively, were 

obtained for Case 1, while 26%, 16%, and 34%, respectively, were obtained for Case 2. In Case 

3, 22%, 13%, and 28% were obtained, similar to 28%, 20%, and 91% obtained for Case 4. In 

each case, above 70% self-consumption ratio (SCR) and 21% surplus energy utilisation ratio 

(SEUR) were obtained, except for Case 1, where 73% SCR and 34% SEUR were obtained. 

The parametric analysis in Case 2 examined how changes in UTES size, solar PV capacity, and 

power-to-cool/heat durations affect system performance. Larger UTES size and increased solar 

PV capacity generally decreased thermal and P2HC efficiency, with slight energy savings 

improvements. Adjusting P2C and P2H durations enhanced efficiency while maintaining 

energy savings. An economic analysis showed promising results with a levelized cost of heat 

at $0.45/kWh. 

The results signify that simplified IGB models, particularly useful when model parameters are 

unknown and require plenty of resources to be determined, were developed and well-calibrated 

with data from actual field experiments. These models can be applied in heating and cooling 

systems using heat pumps to reduce energy consumption and consequent climate change. This 

is a crucial path to carbon neutrality. The system configuration and its control method can be 

applied anywhere in the globe for commercial and residential buildings by modifying the 

control technique to accommodate periods of surplus energy. This solves the problem 

associated with integrating surplus energy into the grid and the energy wastes from solar energy 

systems in countries where policies that allow for feed-in-tariff (FiT) and net-metering are yet 

to be implemented. The study recommends detailed techno-economic analysis for commercial 

and domestic applications, as well as exploring different thermal network models to optimise 

system performance. 

 



vi 

 

TABLE OF CONTENTS 

DECLARATION ........................................................................................................................ i 

DEDICATION ........................................................................................................................... ii 

ACKNOWLEDGEMENT ....................................................................................................... iii 

ABSTRACT .............................................................................................................................. iv 

TABLE OF CONTENTS .......................................................................................................... vi 

LIST OF TABLES ..................................................................................................................... x 

LIST OF FIGURES .................................................................................................................. xi 

LIST OF ABBREVIATIONS .................................................................................................. xv 

CHAPTER 1: INTRODUCTION .............................................................................................. 1 

1.1 Background of the Study .................................................................................................. 1 

1.1.1 Solar Energy Applications ......................................................................................... 2 

1.1.2 Hybrid HVAC Systems ............................................................................................. 5 

1.1.3 Challenges in the application of solar energy ............................................................ 6 

1.2 Statement of the Problem ................................................................................................. 8 

1.3 Objectives of the Study .................................................................................................... 8 

1.3.1 Main Objective .......................................................................................................... 8 

1.3.2 Specific Objectives .................................................................................................... 8 

1.4 Justification of the Study .................................................................................................. 9 

1.5 Significance of the Study ................................................................................................. 9 

1.6 Scope of the Study.......................................................................................................... 11 

CHAPTER 2: LITERATURE REVIEW ................................................................................. 12 

2.1 Thermal Energy Storage................................................................................................. 12 

2.1.1 Types of Underground Thermal Energy Storage .................................................... 12 

2.1.2 Application of Underground Thermal Energy Storage ........................................... 13 

2.1.3 Underground Thermal Energy Storage Modeling ................................................... 15 

2.1.3.1 The White-Box Model ...................................................................................... 15 

2.1.3.2 The Black-Box Model....................................................................................... 15 

2.1.3.3 The grey-box model .......................................................................................... 16 

2.2 Modeling and simulation of water heating, space heating, and cooling ........................ 17 

2.2.1 Modeling and Simulation Tools .............................................................................. 18 



vii 

 

2.3 Control Strategy for Solar-assisted heat pumps ............................................................. 19 

2.4 Literature Summary and Research Gaps ........................................................................ 19 

2.5 Current Research Focus ................................................................................................. 20 

CHAPTER 3: THEORETICAL FRAMEWORK .................................................................... 22 

3.1 Solar Radiation ............................................................................................................... 22 

3.2 Solar Collector................................................................................................................ 23 

3.3 Heat Pump ...................................................................................................................... 25 

3.4 Underground thermal energy storage ............................................................................. 27 

3.4.1 Lumped Capacitance Method (LCM) ...................................................................... 27 

3.4.2 Analytical approach for heat conduction ................................................................. 28 

3.4.3 Thermal Resistance approach .................................................................................. 29 

3.5 Simulation Tools ............................................................................................................ 30 

3.5.1 TRNSYS and MATLAB Software .......................................................................... 30 

CHAPTER 4: METHODOLOGY ........................................................................................... 31 

4.1 Development and Evaluation of Inverse Models for Underground Thermal Energy 

Storage .................................................................................................................................. 31 

4.1.1 Experimental set-up and measurement .................................................................... 31 

4.1.2 Development of Detailed TRNSYS Grey-box Model ............................................. 35 

4.1.3 Development of the Inverse Models ........................................................................ 37 

4.1.4 Model Performance Index ....................................................................................... 41 

4.2 Development of Simulation Models .............................................................................. 42 

4.2.1 Inter-seasonal power-to-heat and cool (P2HC) ....................................................... 42 

4.2.2 System Configuration and Control Strategy ............................................................ 43 

4.2.3 System Component description ............................................................................... 46 

4.2.3.1 Building Model ................................................................................................. 46 

4.2.3.2 Solar PV Model................................................................................................. 47 

4.2.3.3 Heat Pump Model ............................................................................................. 48 

4.2.3.4 Underground Thermal Energy Storage (UTES) Model .................................... 48 

4.2.3.5 Heat Exchanger Model ..................................................................................... 49 

4.3 Comparative Evaluation of Different Heat Pump Case Scenarios for Application ....... 50 

4.3.1 Case Studies for System Evaluation ........................................................................ 50 

4.3.2 System Performance Indicators ............................................................................... 53 



viii 

 

4.4 Parametric Analysis........................................................................................................ 57 

4.5 Cost analysis of the system ............................................................................................ 57 

CHAPTER 5: RESULTS AND DISCUSSION ....................................................................... 60 

5.1 Introduction .................................................................................................................... 60 

5.2 Development and evaluation of inverse models for the UTES ...................................... 60 

5.2.1 Experimental study .................................................................................................. 60 

5.2.1.1 GTES water outlet temperatures ....................................................................... 61 

5.2.1.2 GTES Ground Temperatures ............................................................................ 61 

5.2.1.3 External Ground Temperature .......................................................................... 64 

5.2.2 Calibration of detailed TRNSYS model against the measured data ........................ 66 

5.2.3 Calibration of the IGB model against the measured data ........................................ 68 

5.2.4 Calibration of the IGB model with generated data from the detailed TRNSYS 

model ................................................................................................................................ 70 

5.2.5 Performance comparison of all model training and testing ..................................... 72 

5.2.6 Performance analysis on the training and testing intervals ..................................... 73 

5.2.6.1 Impacts of Training Duration............................................................................ 75 

5.2.6.2 Impacts of Testing Duration ............................................................................. 77 

5.2.7 Long-term Performance Evaluation of the IGB Model ........................................... 78 

5.2.8 Comparison with Other Models in Literature.......................................................... 80 

5.3 System Modeling and Simulation Results ..................................................................... 81 

5.3.1 Performance Evaluation of Case 1 .......................................................................... 83 

5.3.1.1 Performance evaluation of shallow UTES for Case 1 ...................................... 83 

5.3.1.2 Evaluation of Heat Pump Performance for Case 1 ........................................... 85 

5.3.1.2.1 Building Zone Temperature Variation ....................................................... 85 

5.3.1.2.2 Monthly Electricity Consumption of Heat Pump for Case 1 ..................... 85 

5.3.1.2.3 Seasonal Coefficient of Performance (SCOP) of Case 1 ........................... 86 

5.3.1.2.4 P2HC Efficiency, Percentage of Energy Savings, SCR, and SEUR for Case 

1 ................................................................................................................................. 87 

5.3.2 Performance Evaluation of Case 2 .......................................................................... 89 

5.3.2.1 Performance evaluation of shallow UTES for Case 2 ...................................... 89 

5.3.2.1.1 Inlet and outlet temperature variation of the UTES for study case 2 ......... 89 

5.3.2.1.2 Temperature variation of the ground for Case 2 ........................................ 91 



ix 

 

5.3.2.2 Evaluation of Heat Pump Performance for Case 2 ........................................... 92 

5.3.2.2.1 Monthly Electricity Consumption of Heat Pump ....................................... 92 

5.3.2.2.2 Seasonal Coefficient of Performance (SCOP) of Case 2 ........................... 93 

5.3.2.2.3 P2HC Efficiency, Percentage Energy savings, SCR, and SEUR for Case 2

 ................................................................................................................................... 95 

5.3.3 Performance Evaluation of Case 3 .......................................................................... 96 

5.3.3.1 Evaluation of 150 m depth UTES in Case 3 ..................................................... 96 

5.3.3.1.1 Inlet and outlet temperature variation of the UTES for study case 3 ......... 96 

5.3.3.1.2 Temperature variation of the ground for Case 3 ........................................ 98 

3.3.3.2 Evaluation of Heat Pump Performance for Case 3 ........................................... 98 

3.3.3.2.1 P2HC Efficiency, Percentage Energy savings, SCR, and SEUR for Case 3

 ................................................................................................................................... 99 

5.3.4 Performance Evaluation of Case 4 ........................................................................ 101 

5.3.4.1 Evaluation of 150 m depth UTES in Case 4 ................................................... 102 

5.3.4.1.1 Inlet and outlet temperature variation of the UTES for study case 4 ....... 102 

5.3.4.1.2 Temperature variation of the ground for Case 4 ...................................... 102 

5.3.4.2 Evaluation of Heat Pump Performance for Case 3 ......................................... 103 

5.3.4.2.1 Monthly Electricity Consumption and SCOP of the heat pump for Case 4

 ................................................................................................................................. 104 

5.3.4.2.2 P2HC Efficiency, Percentage Energy Savings, SCR, and SEUR for Case 4

 ................................................................................................................................. 106 

5.3.5 General Comparison of all Study Cases (Case 1 – 4) ............................................ 106 

5.4 Model Parametric Analysis .......................................................................................... 107 

5.4.1 Effects of PV Area ................................................................................................. 107 

5.4.2 Effects of UTES Size ............................................................................................. 110 

5.4.3 Effects of change in the duration of Spring P2C operation ................................... 111 

5.4.4 Effects of change in the duration of Spring P2H operation ................................... 112 

5.5 Economic Advantage of Integrating Shallow UTES ................................................... 114 

CHAPTER 6: CONCLUSIONS AND RECOMMENDATIONS ......................................... 115 

6.1 Conclusions .................................................................................................................. 115 

6.2 Recommendations ................................................................................................... 119 

REFERENCES ...................................................................................................................... 121 

APPENDICES ....................................................................................................................... 132 



x 

 

A.1 Matlab Training Code: ................................................................................................ 139 

A.2 Publications from the Study ........................................................................................ 142 

 

LIST OF TABLES 

Table 4.1: System component parameters ............................................................................... 55 

Table 5.1: Optimised parameters showing the given lower and upper bounds as well as the 

initial guesses .................................................................................................................... 68 

Table 5.2: Optimised parameters showing the given lower and upper bounds as well as the 

initial guesses .................................................................................................................... 71 

Table 5.3: Recap of selected models in previous studies for comparison ............................... 81 

Table 5.4: Summary Result Table for Case 1 .......................................................................... 90 

Table 5.5: Summary Result Table for Case 2 .......................................................................... 97 

Table 5.6: Summary Result Table for Case 3 ........................................................................ 101 

Table 5.7: Summary Result Table for Case 4 ........................................................................ 106 

Table A- 1: Summary result for effects of PV size on the modelperformance……..………133 

Table A- 2: Summary result for effects of UTES size on the model performance ................ 134 

Table A- 3: Summary result for effects of P2C duration on the model performance ............ 135 

Table A- 4: Summary result for effects of P2H duration on the model performance ........... 136 

  

 

 

 

 

 

 

 

 



xi 

 

LIST OF FIGURES 

Figure 1.1: Solar water heating Technology .............................................................................. 3 

Figure 1.2: Solar Drying Technology ........................................................................................ 3 

Figure 1.3: Solar Cooking Technology ...................................................................................... 4 

Figure 1.4: Solar-assisted heat pump for space conditioning application ................................. 6 

Figure 1.5: Available solar energy in comparison with the daily energy demand of residential 

homes showing excess energy ............................................................................................ 7 

Figure 2.1: Types of underground thermal energy storage ...................................................... 13 

Figure 2.2: A combined solar collector, HP, and TES for space conditioning ........................ 18 

Figure 3.1: Flat plate collector ................................................................................................. 24 

Figure 3.2: Reversed heat engine cycle for heat pump demonstration .................................... 25 

Figure 4.1: An overview of the underground thermal energy storage a) vertical configuration, 

and b) horizontal configuration ........................................................................................ 32 

Figure 4.2: Experimental set-up and measurement.................................................................. 33 

Figure 4.3: Installation and dimensions of the UTES, a) vertical configuration and b) 

horizontal configuration ................................................................................................... 34 

Figure 4.4: Diagram of the top view of the installation ........................................................... 35 

Figure 4.5: Detailed TRNSYS model representing the field experiment, a) vertical 

configuration, b) horizontal configuration........................................................................ 37 

Figure 4.6: Simplified inverse model for vertical UTES type. a) detailed heat interaction in 

the U-tube heat exchanger, and b) simplified 4R2C thermal network ............................. 38 

Figure 4.7: Modification for horizontal configuration inverse model ..................................... 40 

Figure 4.8: Relationship between the input parameters, driving parameters to estimate, and 

output parameter for calibration of the proposed model .................................................. 41 

Figure 4.9: P2H and P2C concept in this research ................................................................... 43 

Figure 4.10: a) Energy demand flow for analysis b) Proposed system configuration ............. 45 

Figure 4.11: Energy balance of the building model ................................................................. 47 

Figure 4.12: Study Case 1 for winter heating and summer cooling mode: a) Base Case with 

no P2HC operation and b) Test Case with P2HC operation............................................. 51 

Figure 4.13: Study Case 1 in P2HC operation mode during the non-heating and non-cooling 

(spring and autumn) periods ............................................................................................. 51 



xii 

 

Figure 4.14: Study Case 2 for winter heating and summer cooling mode: a) Base Case with 

no P2HC operation and b) Test Case with P2HC operation............................................. 52 

Figure 4.15: Study Case 2 in P2HC operation mode during the non-heating and non-cooling 

(spring and autumn) periods ............................................................................................. 52 

Figure 4.16: Study Case 4: a) Base Case with no P2HC operation, b) Test Case with P2HC 

operation in winter heating and summer cooling mode, and c) in P2HC operation mode 

during the non-heating and non-cooling (spring and autumn) periods. ........................... 53 

Figure 4.17: Cost Analysis using the levelized cost of heat (LCoH)....................................... 58 

Figure 5.1: a) Water inlet and outlet temperature for both vertical and horizontal 

configuration, b) fluid-to-ground heat transfer rate .......................................................... 62 

Figure 5.2: Measured ground temperatures: a) vertical and b) horizontal ............................... 63 

Figure 5.3: Average temperature at the center of the storage volume for horizontal and 

vertical configuration ........................................................................................................ 64 

Figure 5.4: Temperature variation outside the insulated storage volume: a) vertical b) 

horizontal c) between vertical and horizontal ................................................................... 65 

Figure 5.5: Average external ground temperature ................................................................... 66 

Figure 5.6: Training and testing data result for detailed TRNSYS model calibration a) vertical 

training, b) vertical testing, c) horizontal training, and d) horizontal testing ................... 67 

Figure 5.7: Training and testing data result for IGB model calibration a) vertical training, b) 

vertical testing, c) horizontal training, and d) horizontal testing ...................................... 70 

Figure 5.8: Training and testing data result for IGB model calibration with TRNSYS model 

a) vertical training, b) vertical testing, c) horizontal training, and d) horizontal testing .. 72 

Figure 5.9: Comparison of the CVRMSE for training and testing results a) vertical and b) 

horizontal. ......................................................................................................................... 74 

Figure 5.10: Generated data training and testing effects a) training data b) testing data ........ 75 

Figure 5.11: Impact of training duration on the performance of the IGB model ..................... 76 

Figure 5.12: CVRMSE variation during the training duration test .......................................... 76 

Figure 5.13: Impact of testing duration on the performance of the IGB model ...................... 77 

Figure 5.14: Figure 5.12: CVRMSE variation during the testing duration test ....................... 78 

Figure 5.15: Long-term Performance evaluation of the IGB model a) 10 years comparison b) 

5 years zoomed result ....................................................................................................... 79 

Figure 5.16: Effects of training duration on long-term performance ....................................... 80 



xiii 

 

Figure 5.17: PV power generation versus building power profile over a year period ............. 82 

Figure 5.18: Demonstration of energy flow for the building energy requirement................... 83 

Figure 5.19: Temperature variation sUTES for CASE 1 a) Inlet and outlet temperatures b) 

Ground temperatures ........................................................................................................ 84 

Figure 5.20: Heat pump temperature comparison of conventional and test cases for Case 1 a) 

inlet temperatures for case 1 b) outlet temperatures ......................................................... 86 

Figure 5.21: one-week view of inlet air temperature to the source side of heat pump for 

conventional and test cases a) preheating operation in space heating mode and b) 

precooling operation in space cooling model ................................................................... 87 

Figure 5.22: a) Building zone temperature variation with the ambient air for Case 1 ............ 88 

Figure 5.23: Monthly electricity consumption for Case 1 ....................................................... 88 

Figure 5.24: SCOP comparison for Case 2 .............................................................................. 89 

Figure 5.25: Inlet and outlet temperature variation of the UTES for study case 2 .................. 91 

Figure 5.26: Temperature variation of the ground ................................................................... 93 

Figure 5.27: Source side inlet temperature to the heat pump for study Case 2 ....................... 93 

Figure 5.28: one-week view of inlet air temperature to the source side of heat pump for 

conventional and test cases a) preheating operation in space heating mode and b) 

precooling operation in space cooling model ................................................................... 94 

Figure 5.29: Monthly electricity consumption of heat pump for Case 2 ................................. 94 

Figure 5.30: SCOP comparison for Case 2 .............................................................................. 95 

Figure 5.31: Inlet and outlet temperature variation of the UTES for study case 3 .................. 96 

Figure 5.32: Temperature variation of the ground ................................................................... 98 

Figure 5.33: Source side inlet temperature to the heat pump for study Case 3 ....................... 99 

Figure 5.34: Monthly electricity consumption of heat pump for Case 3 ............................... 100 

Figure 5.35: SCOP comparison for Case 3 ............................................................................ 100 

Figure 5.36: Comparison of the P2HC Efficiency and Energy Savings of Case 2 and Case 3

 ........................................................................................................................................ 101 

Figure 5.37: Inlet and outlet temperature variation of the UTES for study case 3 ................ 102 

Figure 5.38: Temperature variation of the ground for Case 4 ............................................... 103 

Figure 5.39: Outlet air temperature of the heat pump delivered to the load for Case 4 ........ 104 

Figure 5.40: Building zone temperature for Case 4 ............................................................... 104 

Figure 5.41: Monthly electricity consumption for Case 4 ..................................................... 105 



xiv 

 

Figure 5.42: SCOP for Case 4................................................................................................ 105 

Figure 5.43: General performance evaluation of the study cases based on the key performance 

indicators defined. a) Comparison of the SCR between the conventional and test cases, 

b) Comparison of P2HC efficiency and percentage energy savings, and c) Comparison of 

the SEUR ........................................................................................................................ 108 

Figure 5.44: Percentage increase in the SCOP during heating and cooling seasons for all 

cases ................................................................................................................................ 109 

Figure 5.45: Effects of PV area on the system performance ................................................. 109 

Figure 5.46: Effects of PV area on the SCR and SEUR ........................................................ 110 

Figure 5.47: Effects of UTES volume on the UTES thermal efficiency, Energy savings, and 

P2HC efficiency ............................................................................................................. 111 

Figure 5.48:: Effects of change in the duration of spring P2C operation .............................. 112 

Figure 5.49: Effects of change in the duration of spring P2C operation ............................... 113 

Figure A- 1: MATLAB Simulink Model……………………………………………………………137 

Figure A- 2: TRNSYS Model for the overall system configuration and control strategy ..... 138 

 

 

 

 

 

 

 

 

 

 

 

 



xv 

 

LIST OF ABBREVIATIONS 

 



xvi 

 

 

 



xvii 

 

 

 



xviii 

 

 

 



xix 

 

 



xx 

 

 

 

 

 



1 

 

CHAPTER 1: INTRODUCTION 

1.1 Background of the Study 

The relationship between fossil fuel utilization and climate change, along with other major 

environmental challenges, has become obvious recently, and many scientists and researchers 

have carried out several studies to address the issue. Variable energy prices, the exponential 

growth of the world's populace, and the economic prosperity of developing countries all 

contribute to the steady rise in energy demand (IEA, 2022). Due to the low energy access rate, 

especially in sub-Saharan Africa, energy prices tend to fluctuate. In Sub-Saharan Africa (SSA), 

the population without access to electrical energy decreased from 980 million in 2017 to 860 

million in 2018, with around 600 million people still living without power in 2019 (IEA, 2019). 

The global population is currently around 7.7 billion people, with forecasts of 9.7 billion by 

2050 and a total peak projection of 11 billion by the end of the 21st century. Asia and SSA are 

driving this exponential growth, with the SSA population expected to expand by 50% by 2050 

(United Nations, 2019). According to the current policy scenario, global energy consumption 

will increase by 1.3 percent until 2040 if no energy policy changes and efficiency 

improvements are made. (IEA, 2019).   

Another factor is the concern over the fast depletion of fossil fuels and the urgent need to 

alleviate the effect of climate change. The stated policies scenario of the IEA indicated that in 

2018, the carbon dioxide emission related to energy increased by 1.9% and is projected to reach 

approximately 36 gigatonnes by the end of 2050 (IEA, 2019). The major challenge for all 

scientists and researchers remains how to satisfy the rising demand for energy while alleviating 

the effects of climate change in accordance with the Paris Accord to limit the global increase 

in temperature below 2oC, preferably 1.5oC. To accomplish the target of the Paris Accord, the 

emissions relating to energy production and consumption need to decrease to zero by 2050 

(IEA, 2019). 

The remedy to the electrical energy conundrum has been identified in the last decade as the 

application of energy conservation and energy efficiency strategies and actions, and the 

adoption of renewable energy (RE) as alternative energy solutions (Adenle, 2019). Renewable 

energy is energy that is replenished by a natural process at the same rate or faster than the rate 

at which they are consumed (Eze et al., 2022). Various sources of renewable energy include 
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solar, wind, biomass, and ocean tides, among others. Solar energy, derived from the sun, has 

been harnessed through technologies such as solar photovoltaic (PV) and solar photovoltaic 

thermal (PVT). These advancements have greatly benefited the global economy by providing 

electricity demand and heating needs to areas without access to the national grid or where it is 

either expensive or unreliable (Babatunde et al., 2022). However, there remains a challenge in 

fully utilizing the potential of solar energy across the globe, particularly with solar PV and 

solar PVT technologies, due to inadequate reliable, carbon-free, and inexpensive storage 

(Deguenon et al., 2023; Herrando et al., 2021; Li et al., 2023 and Rashmi et al., 2021). 

Researchers have attempted to address these issues through various means, such as combining 

solar energy with water heating, solar drying, solar cooking, and solar heating and cooling 

systems as decribed in the following section.  

1.1.1 Solar Energy Applications 

Solar water heating (SWH) has made significant progress in water heating operations, thanks 

to the growth of solar energy (SE). This notion entails using SE as a source of energy to heat 

water for residential or industrial use. In this system, SE is collected through the solar collector 

and transformed to heat by forcing or allowing water to circulate through the system (Shoeibi 

et al., 2022; Tahiri et al., 2023; Vengadesan and Senthil, 2020). The hot water is then kept in a 

storage tank until it is needed again. A typical implementation of this technology is depicted in 

Figure 1.1. The system has been developed and advanced by employing several techniques for 

its component designs. Research into the development of its energy storage capacities, water 

flow management, and system economic reduction were all explained explicitly (Mane and 

Kale, 2021; Nwaji et al., 2019; Pandey et al., 2021). 
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Figure 1.1: Solar water heating Technology (Eze et al., 2024) 

 

Solar energy applications have also gained interest in drying technologies, where it is applied 

with other components, such as air heaters and blowers for drying agricultural products 

(Mohana et al., 2020). The technology uses either forced convection heat or natural convection 

heat transfer process for the drying of products in an attempt to their conservations for easy 

processes. A typical solar drying system is shown in Figure 1.2. The general working principle 

is such that the air’s relative humidity is decreased in the collector chamber before being carried 

to the drying chamber, where it picks up the product's moisture content and discharges it 

through the chimney.  

 

Figure 1.2: Solar Drying Technology (Ramde, (2017)) 
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The applications of solar energy in thermal processes extended to solar cooking technologies 

ranging from its designs to the establishment of their cost-effectiveness (Arunachala and 

Kundapur, 2020). Solar energy is captured by the solar collector in the application of solar 

energy for cooking, as shown in Figure 1.3. The absorbed solar radiation is channeled to a well-

insulated cooking chamber either naturally or with the help of a mechanical blower. The heat 

is finally transferred to the cooking pot for cooking food. Overwhelming interests have been 

developed in this technology; hence, it currently possesses different designs, although their 

commercialization has been limited, according to research by Ebersviller and Jetter, (2020). 

 

 

Figure 1.3: Solar Cooking Technology (Ramde, (2017)) 

 

In cooling applications, solar energy has also been used to minimize energy consumption and 

greenhouse gas (GHG) emissions in two applications – solar PV cooling systems and solar 

thermal cooling systems (Duffie et al., 2020). Energy consumption relating to heating and 

cooling is rising, and matching their demand with conventional energy sources leads to high 

GHG emissions in the atmosphere. This issue has led to the development of solar cooling 

systems in recent years in the form of vapour compression systems, Peltier effect systems, 

Stirling solar systems, and heat-driven systems such as the vapour absorption cycle systems. 

An evaluation of the evolution and state-of-the-art solar cooling technologies was conducted 

by Alahmer and Ajib, (2020).  
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1.1.2 Hybrid HVAC Systems 

The integration of solar energy systems with heating and cooling systems, such as heat pumps, 

has garnered significant attention among researchers (Wang et al., 2022). The thermodynamic 

process of space heating or cooling entails regulating the temperature and humidity of a 

building's interior to ensure optimal comfort for occupants. Solar PVT technology, when 

combined with heat pumps and TES tanks, has proven effective in achieving this (Belmonte et 

al., 2022; Bordignon et al., 2022). Figure 1.4 depicts a possible configuration of a SE system, 

a TES unit, and a HP for space conditioning. The combination of these components is more 

efficient and carbon-free for heating and cooling purposes. This is because the coupled heat 

pump is aided by the solar PVT system, and the TES helps in maintaining the thermal balance 

during heating and cooling operations (Gaonwe et al., 2022; Miglioli et al., 2023). This type of 

heat pump operation is called the solar-assisted heat pump. By combining the heat supply from 

the TES with other fluid sources, such as air on the source-side or on the load-side of the heat 

pump, a dual-source or dual-load heat pump can be achieved. In Figure 1.4 the concept on the 

study of space conditioning using solar energy to assist a heat pump along with a conventional 

TES system is shown. Heat energy is generated and transported through water, which is stored 

in a well-insulated storage tank and pumped to the heat pump when needed to be discharged 

into the space (house) for conditioning. This method has proven reliable and efficient. 

However, heat retention in the storage tank has been a challenge due to the time variation of 

the energy source. Therefore, the exploration of a more sophisticated heat storage system is 

worth doing. The PVT can be replaced with PV, and in the application of seasonal thermal 

storage, surplus electricity from either can be used to charge the TES during mild weather 

conditions when little or no heating or cooling is needed. This is the concept that the present 

work explores. 
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Figure 1.4: Solar assisted heat pump for space conditioning application  

 

1.1.3 Challenges in the application of solar energy 

Globally, solar PV is becoming cheap, and several countries are rolling out policies that 

mandate institutions, or simply commercial buildings, to meet a percentage of their energy 

requirements with renewable energy. Due to this, many commercial energy consumers resort 

to the installation of large-capacity of PV, and consequently, energy redundancy exists at 

different seasons of the year when energy demand is low. Integrating this energy into the grid 

causes voltage and frequency instability, as well as high demand ramping rates (Hossain et al., 

2023; Jha and Shaik, 2023; Salah, 2022; Shafiullah et al., 2022). Another option is the use of 

Lithium-ion batteries for storing this excess energy however, they are expensive and possess a 

short lifespan (Aranzabal et al., 2023; B. Li et al., 2023; Okay et al., 2022). As a result, P2H 

and power-to-gas (P2G) strategies have become the recent trend in storing this excess power 

since other thermal energy storage strategies such as conventional TES using insulated tanks, 

phase change material (PCM), and vacuum insulated tanks are expensive (Vaziri et al., 2023). 

Moreover, when P2H or P2G are employed, optimized system configuration and operational 

control that enables the system to operate self-sufficiently throughout the season is a need that 

has posed a challenge, resulting in decreased system efficiency (Calise et al., 2023; Fambri et 

al., 2023). Previous studies have focused more on the daily consumption of energy from an 

installed solar energy system rather than seasonally, as demonstrated in Figure 1.5. Therefore, 

by accomplishing this, the system may be able to operate inter-seasonally and adequately 

utilize the existing excess energy from the solar energy solar energy systems. To accomplish 
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P2H as a method of solving this issue, the use of thermal energy storage, particularly the UTES 

for storing this surplus electricity in the ground in form of heat for a later use is required. 

However, UTES still face challenges related to significant thermal energy loss from the top 

and sides of their storage volumes, necessitating improvements. Additionally, simplified but 

reliable models for UTES are difficult to come by. So far, there is no developed UTES model 

with insulation. Hence, it is necessary to develop a simplified or detailed inverse model with 

thermal insulation around the storage volume that can be applied to simulating the behavior of 

the system when integrated with a heat pump assisted with a solar energy system. Previous 

studies on UTES have shown that they are cost-effective and reliable for storing and releasing 

thermal energy in building applications. However, their application in space heating and 

cooling is limited. Therefore, this research focused on developing and calibrating inverse 

models of UTES and, through modeling and simulation, combines it with solar energy systems 

and heat pumps for building space conditioning. The aim is to develop an optimal system 

looping configuration and investigate the use of UTES to bridge the gap in the existing energy 

redundancies in the application of time-dependent solar energy. 

 

Figure 1.5: Available solar energy in comparison with the daily energy demand of residential 

homes showing excess energy (Modified from (Fleischer, 2015))  
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1.2 Statement of the Problem 

Recent studies have shown that combining solar PV and PVT systems with heat pumps can 

provide energy-efficient heating and cooling solutions, reducing energy consumption and 

greenhouse gas emissions. However, these systems face challenges in energy storage and 

optimization. Additionally, there is a lack of sophisticated system configuration with an 

operational strategy guided by simple or advanced control methods for optimum performance, 

necessitating further research. As solar PV becomes more affordable and policies of various 

countries mandate increased use of renewable energy, many commercial consumers are 

installing large-capacity PV systems. This often leads to energy surpluses during low-demand 

periods, which can cause grid instability when fed back into the national electricity grid. While 

Lithium-ion batteries offer one storage solution, they are expensive and have short lifespans. 

Consequently, power-to-heat (P2H) and power-to-gas (P2G) strategies have emerged as cost-

effective alternatives for storing excess energy. UTES is a promising P2H method, but it still 

faces challenges with thermal losses and lacks reliable models, especially those incorporating 

insulation. This research addresses these issues by developing and calibrating inverse UTES 

models and integrating them with solar systems and heat pumps for optimal building space 

conditioning. The goal is to create an efficient system configuration that can operate year-

round, effectively utilizing excess energy from solar systems and bridging the gap in seasonal 

energy redundancies. By focusing on these aspects, the study seeks to expand the application 

of UTES in space heating and cooling, contributing to more sustainable and efficient building 

energy systems. 

1.3 Objectives of the Study 

1.3.1 Main Objective 

The primary goal of this study is to model and simulate a solar-assisted dual-source heat pump 

system combined with a ground thermal energy storage (UTES) for application in water 

heating, space heating, and space cooling.  

1.3.2 Specific Objectives 

I. To perform experimental investigation of underground thermal energy storage 

systems 

II. To develop and calibrate inverse models for underground thermal energy storage 

systems. 
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III. To develop a simulation model of the entire system configuration employing adequate 

control algorithms. 

IV. To perform comparative evaluation on different heat pump case scenarios for 

application 

V. To perform a parametric study of the system for optimum performance evaluation. 

1.4 Justification of the Study 

The global energy use is heavily reliant on buildings, with about 40% of the energy consumed 

in this sector. Within that percentage, space cooling and heating in buildings contribute to 

approximately 60% of the energy demand. Projections indicate that by 2050, heating and 

cooling needs will account for around 84% of total energy consumption in residential buildings 

(IEA, 2023). Unfortunately, the predominant method of meeting this demand involves the use 

of fossil fuels, which not only contributes to climate change but also releases harmful gases. 

To address these challenges and promote cleaner energy to achieve carbon neutrality, solar 

power has emerged as a sustainable solution. However, the widespread adoption and efficient 

use of solar energy face obstacles, such as the lack of affordable and reliable energy storage 

systems and difficulties in configuring systems for optimal performance. Consequently, a 

significant amount of energy generated by solar energy technologies is wasted, particularly in 

developing countries, where relevant policies like feed-in tariff (FiT) and net-metering are 

lacking. Although these policies and technologies are already in place in developed countries 

like Europe and America (Ndiritu and Engola, 2020), only 13 countries in Africa have adopted 

them however, implementation poses a challenge (Kazimierczuk, 2019). In developed 

countries where they are fully implemented, the challenge of voltage and frequency instabilities 

when integrated into the grid and the expensive nature of other storage methods, such as 

Lithium-ion batteries, are disturbing challenges. These issues necessitate the exploitation of 

more affordable and carbon-free energy storage, such as shallow UTES, through implementing 

P2H and P2C strategies to utilize the excess electricity from solar energy systems for inter-

seasonal operation. This will not only reduce energy consumption and save money, but will 

help in accomplishing net-zero use of energy in the future upon successful deployment. 

1.5 Significance of the Study 

This study addresses critical issues in the realm of energy efficiency and sustainability. It 

centers on the combination of solar energy systems with heat pumps, offering a promising 
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avenue for more energy-efficient heating and cooling applications. This approach not only has 

the potential to reduce energy consumption but also contributes significantly to the reduction 

of greenhouse gas emissions. Additionally, one of the primary challenges in the utilization of 

solar energy is the issue of energy storage. Solar energy availability is time-dependent, and 

traditional solutions like lithium-ion batteries are not always cost-effective and have a limited 

lifespan. To overcome these limitations, the study emphasizes the use of underground thermal 

energy storage (UTES) as a viable alternative. By storing surplus electricity in the form of heat, 

UTES can significantly reduce energy waste and grid instability, as well as save money. 

However, the study recognizes that UTES systems are not without their challenges, particularly 

in terms of thermal energy loss from storage volumes, which needs improvement, which is 

addressed in this study. 

Furthermore, the research acknowledges the seasonal and daily variations in energy demand, 

particularly in the context of heating and cooling applications. This study aims to balance 

energy production and consumption more effectively by optimizing system configurations and 

employing advanced control strategies. This optimization can minimize redundancies and 

enhance overall system efficiency, a crucial aspect of sustainable energy solutions. Finally, the 

study's focus on expanding the application of UTES is of paramount importance. While UTES 

has proven cost-effective and reliable in certain building applications, its utilization in space 

heating and cooling remains limited. By developing and calibrating inverse models and 

integrating them with solar PVT and heat pumps, the research strives to broaden the scope of 

UTES applications. This expansion may open new doors for sustainable energy solutions in 

various sectors beyond traditional building applications. 

In summary, this research contributes significantly to the real-life and academic discourse on 

sustainable energy systems by addressing energy storage challenges, reducing energy waste, 

optimizing system configurations, and expanding the application of UTES. Its findings and 

insights have the potential to pave the way for more efficient and environmentally friendly 

heating and cooling solutions, with broader implications for the adoption of renewable energy 

in diverse contexts. The study's outcome will address energy wastage and redundancies in solar 

energy systems and shall be most relevant in developing countries, where policies and 

frameworks like feed-in-tariff (FiT) and net-metering are absent or not effectively implement. 
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1.6 Scope of the Study 

The scope of this study focuses on integrating solar PV/PVT systems with heat pumps and 

underground thermal energy storage (UTES) for commercial buildings. It addresses the 

challenges of seasonal energy surpluses from large-capacity solar installations and explores 

efficient storage solutions beyond conventional methods. The research aims to develop and 

calibrate inverse models of UTES with thermal insulation, optimizing system configurations 

and operational strategies for year-round efficiency. By taking a seasonal approach, the study 

seeks to bridge the gap in energy redundancies and expand UTES applications in space heating 

and cooling. The ultimate goal is to create an optimal system that effectively utilizes excess 

solar energy, enhances building energy management, and contributes to more sustainable 

practices in commercial building operations. 
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CHAPTER 2: LITERATURE REVIEW 

2.1 Thermal Energy Storage 

Energy storage with the use of batteries suffers many demerits, including their high initial 

capital costs, limited energy density, short lifespan, safety, and environmental concerns 

(Dehghani-Sanij et al., 2019; Olabi et al., 2022; Rana et al., 2022). These issues are 

necessitating the growing interest in thermal energy storage (TES) systems. TES is an 

important technology that permits the storage of energy in the form of heat for later use, 

consequently bridging the gap between energy production and use. The common types of 

thermal energy storage systems include the use of conventional insulated tanks, vacuum 

insulated tanks, phase change materials (PCM), and underground thermal energy storage 

(UTES) (Eze et al., 2024b). The thermal energy stored using any of these methods can be 

applied directly or indirectly in domestic or commercial buildings for water heating and 

building space conditioning through the application of heat pumps (Zou et al., 2023). Among 

the types of TES, UTES proves to be the best option in terms of reliability and cost-

effectiveness, with the potential to help in the achievement of the 2050 global net-zero emission 

target (Brown et al., 2024). The operation of UTES involves a two-step process: charging, 

which refers to the injection of thermal energy into the ground through a working fluid, 

typically when there is an excess of energy available depending on the intended use, and 

discharging, which involves the extraction of thermal energy for the purposes of water heating, 

space heating, or space cooling when required (Eze et al., 2024b). The ground maintains a 

relatively stable temperature at certain depths throughout the season, which creates a thermal 

balance (Pan et al., 2020). This characteristic makes the ground-source heat pump (GSHP) 

more efficient than the conventional air-source heat pump (ASHP). However, as the depth of 

the UTES increases, so does the cost of the system. Therefore, it is worth considering the 

shallow type of UTES as a more cost-effective alternative (Kim et al., 2021). 

2.1.1 Types of Underground Thermal Energy Storage  

Underground thermal energy storage is classified into two major types- horizontal and vertical 

types. However, other sub-categories, such as the slinky and pond-loop types, exist, as shown 

in Figure 2.1. In practice, horizontal and vertical types have been used extensively (Başer and 

McCartney, 2020; Mahon et al., 2022; Selamat et al., 2016). The vertical types are usually 

cylindrical in shape and consist of single or multiple U-tube pipes buried within the grouting 
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material. On the other hand, the horizontal types are buried horizontally in layers within the 

soil. The ground properties, working fluid properties, storage volume, length of pipes, depth, 

and borehole spacing are majorly the driving parameters of the UTES (Kupiec et al., 2015; 

Lamarche, 2019). The size of the systems is dependent on the application, either for 

commercial purposes or for residential applications. The deep UTES are usually vertically 

configured and are primarily installed at depths between 10 – 100m (Brown et al., 2023; Mahon 

et al., 2022; Welsch et al., 2016), as opposed to the shallow UTES, which are basically installed 

within 1.5m to 10m (Kim and Nam, 2020). The system capacities affects the overall cost 

requiring the check for the best or optimum capacity in terms of depth (Kim et al., 2021; Oh et 

al., 2024; Xue et al., 2024 and Yang et al., 2023). 

 

Figure 2.1: Types of Underground Thermal Energy Storage  

2.1.2 Application of Underground Thermal Energy Storage 

Experimental and numerical applications for the study of UTES have been carried out by many 

researchers, especially for the purpose of water heating and building space conditioning. The 

size of the system is dependent on the use and the available capital cost. However, some 

researchers have tried to prove the advantages of the shallow UTES over the deep-type UTES 

and vice versa. For example, Kim et al., (2021) considered the cost of installation of 

conventional vertical UTES and performed an experimental study of a modular ground heat 

exchanger buried at a depth of 4m. The study found average fluid-to-ground rates of 78.98 

W/m and 88.83W/m during heating and cooling seasons with a ground temperature decrease 

of 1.2 oC during heat discharge and an increase of 4.4 oC during the charging period, arguing 
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that the shallow UTES is more cost-effective than the deep vertical type. Another experiment 

by Naranjo-Mendoza et al. (2019) explored a solar-assisted GSHP system with shallow 

boreholes for TES application in homes, featuring 16 boreholes insulated with 

polyisocyanurate and a polythene cover to prevent water entry. Utilizing a mix of glycol and 

water, the system included a 3kW heat pump and a 200L water tank. The findings revealed that 

the system could store energy during summer (18% from geothermal and 82% from solar 

sources) for winter use, with 54% of energy directly used by the heat pump, 46% stored, and 

6% lost as thermal losses. The research conducted by Başer and McCartney, (2020) delved into 

the performance assessment of a California UTES system, focusing on evaluating its benefits 

within a vadose zone. Both simulations and experimental outcomes demonstrated a strong 

alignment, highlighting the significance of considering coupled heat transfer and water flow 

dynamics in soil borehole TES systems placed within vadose zones. Numerous numerical 

assessments have also been conducted to evaluate the performance of UTES systems. In a study 

by Gultekin et al., (2016), the effects of various parameters, such as the spacing of borehole 

heat exchangers (BHEs), operational duration, and thermal conductivity, were examined 

concerning the thermal performance of highly interactive boreholes. Their research employed 

a 2D finite element method and revealed that the thermal energy interaction among boreholes 

intensifies as the number of boreholes increases. This suggests that increased borehole quantity 

leads to progressively higher thermal losses over time. Furthermore, Gultekin et al. (2016) 

reported a reduction in thermal losses as the distance between individual boreholes increased. 

Additionally, Abualqumboz and Rodley, (2018) conducted numerical modeling of a solar 

system incorporating UTES. While their study made certain simplifying assumptions, the 

results from their numerical modeling aligned with other findings present in the existing 

literature. However, it is worth noting that further validation through experimental approaches 

is necessary to enhance the robustness of the conclusions drawn. 

Previous research indicates that UTES is a viable method for heating and cooling. However, in 

order to fully understand its principles and ensure optimal performance, it's important to 

question how it works. In some cases, numerical evaluations may not be enough, and an inverse 

model may be necessary to predict the ground and fluid thermal behaviors. This will help 

determine the UTES system's abilities and ensure optimal performance. 
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2.1.3 Underground Thermal Energy Storage Modeling  

Due to variation in weather conditions as well as the thermal properties of the ground across 

the globe, various parameters affect the accuracy of UTES model. It is a challenge to develop 

a generalized model that may be used in different localities for predicting the thermal behavior 

of UTES system. According to the ASHRAE handbook (ASHRAE, 2001), modeling of energy 

systems involves forward and inverse models. Forward modeling involves the physical 

description of the system, which is the focus of forward modeling, which is utilized in the 

creation of HVAC systems. On the other hand, the inverse model pertains to the representation 

of the system's driving forces through their physical properties and the observation of the 

system's behavior through the use of collected data (Braun and Chaturvedi, 2002). The inverse 

model is further classified into white-box, black-box, and grey-box model.  

2.1.3.1 The White-Box Model 

The white box model relies solely on the system's physical characteristics for predicting and 

evaluating its performance. This method often utilizes energy simulation software like 

TRNSYS and EnergyPlus. However, its main drawback is the requirement for many 

parameters that are either already known or necessitate significant time and resources to 

determine, making it not very cost-effective. It also needs validation against actual system data. 

Research by Maestre et al., (2013) and Maestre et al., (2015) falls under this category. Maestre 

et al., (2013) proposed a simplified one-dimensional R-C model, which was later enhanced to 

a two-dimensional version in Maestre et al., (2015) to simulate heat transfer in a single U-tube 

UTES system. These models, validated against a CFD reference model from ANSYS CFX, 

showed good agreement with the reference, with very low RMSE values for water outlet 

temperatures. Further, Tu et al., (2017) improved the R-C model for the same system 

considering freezing ground conditions, validated by field data showing accurate results under 

specified parameters. Kim and Nam, (2020) developed a model for a low-depth ground heat 

exchanger using finite element analysis, which showed good alignment with both predictive 

and numerical models according to ASHRAE's RMSE method, despite some discrepancies 

attributed to weather and operational conditions in an 8-hour experimental trial. 

2.1.3.2 The Black-Box Model 

On the contrary, the black box model operates by analyzing the system's input and output data, 

employing methods such as regression analysis, transfer functions, or artificial neural networks 
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(ANN) for system description. This approach is effective for predicting a thermal system's 

future behavior, provided that there is an extensive collection of data over time to accurately 

represent the system's physics. The success of the black box model hinges on both the quantity 

and quality of the data collected. For a deeper understanding, Lee et al., (2020) implemented a 

model predictive control (MPC) utilizing ANN to forecast the long-term performance of a 

building's energy system coupled with UTES, configuring the model with 64 datasets and 

allocating 70% for training, 15% for verification, and 15% for testing. In thermal energy 

storage applications, Ren et al., (2022) demonstrated the efficiency of using ANN to forecast 

the charge and discharge cycles of Phase Change Material (PCM), which is contingent upon 

the dependability of the training data. Furthermore, Amarasinghe et al., (2015) explored the 

use of an ANN-based TES system for the management and control of building operations, 

considering TES and power availability. The authors utilized ANN with a large range of 

measured data to forecast building power requirements and utility loads over time, leading to 

enhanced cost savings and reduced waste. 

2.1.3.3 The grey-box model 

The grey-box model merges the principles of both white and black box models to forecast and 

assess systems. It harnesses the power of mathematics, incorporating both key physical 

parameters and empirical data. By training the mathematical model with observed input-output 

data, it identifies optimal parameters, enhancing the efficiency of system predictions and 

evaluations by saving time and costs, speeding up computations, and reducing uncertainties. 

However, its use in thermal engineering is underexplored. Braun and Chaturvedi, (2002) 

developed an inverse grey-box model to optimize parameters through learning, enabling nearly 

precise predictions of building energy loads. This model, which uses a transfer function, 

requires only a short duration of measured data for training and sets specific bounds for 

optimization parameters. When tested on a different building in another location, the model 

demonstrated that brief data periods are adequate for training, accurately forecasting HVAC 

needs. Liu and Cai, (2021) applied the grey-box approach to model servo direct expansion 

systems, employing a two-stage training method that prioritizes parameter impacts, and found 

it to deliver reasonable accuracy with limited data on a variable-speed heat pump. Jeon et al., 

(2018) utilized the grey-box model to predict building loads and energy demands for an optimal 

predictive control strategy, developing a 7R5C model with parameters estimated through 

particle swarm optimization, showing high accuracy in predictions with or without weather 
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forecasts. The comparative effectiveness of white, black, and grey-box models in system 

analysis has been recognized, with studies like those by Khan and Khan, (2012) noting the 

white-box model's suitability for algorithm testing despite its higher demands for expertise and 

resources. Pintelas et al., (2020) demonstrated a grey-box model's superiority in various fields 

including education, finance, and health. The outcome of the review by Li et al., (2021) 

highlighted the robustness of grey-box models in building modeling, especially for thermal 

energy systems, while recommending their application be extended to diverse systems. 

2.2 Modeling and simulation of water heating, space heating, and cooling 

Globally, water heating, space heating, and space cooling are the most end-use energy activities 

in commercial and residential buildings (Yıldız et al., 2023). It has already been mentioned that 

the application of fossil-fuel-based energy for meeting their requirements is deemed 

unsustainable proving the fact that more carbon-free heating and cooling should be explored. 

To accomplish this, researchers have tried the combination of several components such as the 

solar PVT, UTES, and heat pump. This approach not only addresses the problem of excess 

energy in solar photovoltaic (PV) and photovoltaic-thermal (PVT) systems but also offers self-

sustaining solutions for heating and cooling. Over recent decades, there has been a growing 

interest in combining flat-plate collectors with vapor-compression heat pumps. According to 

Buker and Riffat, (2016), Solar Assisted Heat Pumps (SAHPs) can be divided into serial, 

parallel, and indirect types, with numerous studies demonstrating their enhanced efficiency in 

various configurations. For instance, Bee et al., (2019) conducted an analysis on a system for 

heating and cooling spaces that combines a heat pump with solar PV panels across different 

European locations, discovering that the PV panels' energy was adequate for running the heat 

pump. The system's self-sufficiency improved with the addition of a 12.5 kWh energy storage. 

Martínez-Gracia et al., (2022) evaluated the integration of a PV system, a seasonal storage tank, 

and a water-water heat pump (WWHP) in terms of its energy, environmental, and economic 

benefits, using DesignBuilder for energy demand forecasts and TRNSYS for simulations. The 

system configuration for this study is shown in Figure 2.2. The results showed that the system 

meets 80% of the hot water requirements, offers a payback period of 8.5 years, and could 

decrease CO2 emissions by 44,200 kg annually. 
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Figure 2.2: A combined solar collector, HP, and TES for space conditioning (Source: 

Martínez-Gracia et al., 2022) 

 

Ismaeel and Yumrutaş, (2020a, and 2020b) combined Ground Source Heat Pump (GSHP), 

Photovoltaic Thermal (PVT) system, and Underground Thermal Energy Storage (UTES) to 

improve performance even for drying purposes. They modified the configuration and 

conducted a thermal analysis of each system component. Sensitivity analysis for over 10 years 

showed that the heat pump's coefficient of performance increased continuously for the first 5 

years. Similarly, Koşan and Aktaş, (2021) managed to increase the HP efficiency by 15.67% 

by harnessing the thermal energy released by its condenser with the use of Phase Change 

Material (PCM) coupled with solar energy. Moreover, Yıldız et al. (2023) employed PCM with 

a Water-to-Water Heat Pump (WWHP), which improved the heating duration by 30.6%, and 

achieved a 33.9% COP enhancement, proving the reliability of PCM for temporal heat storage 

and use. 

2.2.1 Modeling and Simulation Tools 

Modeling and simulation involve the development of a concise numerical or analytical model 

that can accurately represent the system under study. In many occasions, the models may be 

simplified (Cox et al., 2022; Sezen and Gungor, 2022) or detailed (Jakubek et al., 2023). As 

mentioned in the previous section, such tools as Transient system (TRNSYS), Matrix 

laboratory (MATLAB), Analysis system (ANSYS), EnergyPlus etc. are tools that extensively 

used for modeling and simulation of energy system depending on the interest of the study 
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(Karami and Abdshahi, 2023; Lu et al., 2023; Ma et al., 2023; Wetter et al., 2023). These 

systems use a detailed mathematical representation of the system they study embedded in 

complex computer algorithms to calculate various parameters of interest. Their accuracy 

depends on the knowledge, skills, and expertise of the researcher. 

2.3 Control Strategy for Solar-assisted heat pumps 

Implementation of the hybrid heating and cooling system has been successful. However, they 

are still lagging in their configurations and advanced control strategy for inter-seasonal 

operation. It is necessary to develop a system that can operate self-sufficiently and to 

accomplish this; adequate control must be employed. Previous studies have attempted to solve 

this issue. For instance, Naranjo-Mendoza et al., (2019) investigated the combination of 

shallow UTES at a depth of 1.5m with heat pump and solar PVT system. The result of the study 

showed that the system could provide adequate energy required during the heating period. 

However, the authors emphasized the need for an advanced control strategy for more efficient 

improvement. Similarly, Belmonte et al., (2022) studied SAHP for residential heating purposes 

in Spain, integrating a PCM as a form of thermal energy storage. The results showed that the 

operation of PCM could lower the performance of the heat pump without an advanced control 

strategy. Gaonwe et al., (2022) studied grid-connected heat pumps assisted by solar power, 

attempting the use of an optimal control scheme. The control algorithm employed was able to 

improve the cost-effectiveness of the system. Similarly, using the basic fuzzy-logic control 

method, Hohne, (2023) determined the temperature behavior in solar water heating systems. 

This method was able to keep in check the water temperature between the upper and lower 

bounds. Many other researchers, such as in (Youssef et al., 2017; Qu et al., 2020; Zou et al., 

2023), have emphasized the need for an advanced control strategy as a way of improving the 

performance of combined systems for heating and cooling purposes, including the reviews 

found in (Lin et al., 2022; Zhang et al., 2022; Zhou et al., 2022; Sezen and Gungor, 2023). 

2.4 Literature Summary and Research Gaps 

Previous studies highlight that underground thermal energy storage (UTES) is a viable solution 

to the existing energy storage issues by mitigating energy wastes, especially in the application 

of solar PV and solar PVT systems. In light of this, the shallow UTES may have an advantage 

over its deep counterparts in terms of cost and reliability, making the shallow UTES the 

prevailing choice. However, in this application, the thermal losses on the top and sides of the 
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thermal storage volume are issues that must be addressed to increase the system's thermal 

efficiency. Additionally, it has been established that for energy systems such as UTES, there 

are three inverse modeling methods available: white box, black box, and inverse grey box 

(IGB). Among these, the grey-box model is considered to be the most suitable because it uses 

a combination of field data obtained over a long or short period of time and a mathematical 

representation of the system under study. This approach is preferred because measuring the 

driving parameters of a system or performing an experiment over a long period can require a 

significant amount of resources. More to this, the grey-box model accurately predicts the long-

term performance systems using a short range of training data unlike other AI models such as 

the ANN. It improves the computational speed and eliminates uncertainties. However, the 

application is limited to thermal engineering. 

Furthermore, a literature review has confirmed that the combination of solar energy systems, 

UTES, and heat pumps for water heating and building space conditioning improves 

performance, increases energy savings, and reduces energy consumption and consequent 

environmental issues. However, determining the optimum configuration for this purpose and 

applying a suitable and advanced control algorithm for inter-seasonal ground thermal storage 

and extraction and adequate utilization of the surplus energy generated from solar energy 

systems remains a big challenge and is currently under-explored. It is possible to convert excess 

electricity to heat for later use through the application of UTES. This operation is referred to 

as the power-to-heat and cool (P2HC) technique. Without an excellent control strategy, it has 

proven difficult to accomplish a self-consumption inter-seasoning operation of space heating 

and cooling, which is a requirement in both extreme and mild weather conditions. It is 

important to note that the use of shallow UTES is limited in research and practice when it 

comes to large and small-scale applications. However, by implementing a heat pump system 

that is assisted by solar energy and maintaining thermal balance through the use of UTES, it is 

possible to achieve dual-source and dual-load functionalities (Grossi et al., 2018; Marinelli et 

al., 2019). This advanced configuration and control strategy paves the way for an efficient and 

sustainable use of energy. 

2.5 Current Research Focus 

In this current study, experimental studies of shallow UTES with insulation on the sides for 

horizontal and vertical configurations were conducted. A similar system was developed in the 
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TRNSYS simulation tool, and the TRNSYS model was calibrated using the measured data. 

Additionally, a simplified inverse model for shallow UTES was created using thermal network 

analysis. This model incorporates the top and side insulations of the UTES systems, as well as 

the influence of environmental and ground far-field temperatures on the storage boreholes. To 

evaluate the performance of the developed 4R2C model, it was calibrated through training and 

testing processes using both measured data and TRNSYS simulation data. MATLAB was 

utilized for the training and testing, employing a nonlinear optimization method. Further to 

this, other models from previous studies were reviewed, and their results were compared with 

the simplified inverse model.  

Additionally, a novel system configuration that uses surplus solar energy and an advanced 

control strategy to power an inter-seasonal heating and cooling system coupled with seasonal 

thermal energy storage is presented. The system was modeled and simulated in the TRNSYS 

18 simulation tool and comprises a single-source, dual-load heat pump, the calibrated shallow 

UTES, the flat-plate heat exchanger (HEX), and the building load. The proposed system was 

applied to a school building located in Jincheon, South Korea, for performance evaluation. The 

energy for operating the heat pump is provided by an independent solar energy installed on the 

building, which also provides hot water for the building consumption. A conventional system 

without a Power-to-heat (P2H) configuration was also modeled as a baseline for comparison. 

This system configuration can be applied to a commercial or residential building in any location 

of the globe by making a few modifications to the control method to suit the periods when 

surplus energy from solar energy systems exists. 
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CHAPTER 3: THEORETICAL FRAMEWORK 

3.1 Solar Radiation 

When radiant energy from the sun hits the earth's surface or any collector surface, three 

radiation components are received, which include beam (direct) radiation, diffused radiation, 

and ground reflected radiation (Duffie and Beckman, 2013). The Sum of these radiations gives 

the total solar radiation; however, in practical application, measurements are usually done with 

the total radiation obtainable on a horizontal surface (direct and diffused radiations), usually 

known as the global radiation. The radiation that is received without the presence of the 

atmosphere is known as extraterrestrial radiation, 𝐺𝑜𝑛, and this is given mathematically in 

Equation (3.1) (Duffie and Beckman, 2013). The value usually varies by approximately 

±3.3% due to the change in the earth-sun distance. 

𝐺𝑜𝑛 = 𝐺𝑠𝑐 [1 + 0.033𝑐𝑜𝑠
360𝑛

365
] 

(3.1) 

Where 𝐺𝑠𝑐 is the solar constant approximated to 1367W/m2 and 1 ≤ 𝑛 ≤ 365. The rate at 

which solar radiation strikes a surface is known as solar irradiance, and it is measured in Watt 

per square meter (W/m2). The integration of solar irradiance over a time often in hours gives 

the energy of the sun that strikes a surface per unit area. This is referred to as solar irradiation. 

Based on the local mean solar irradiance of a location, the electrical and thermal potentials can 

be established. Since solar energy is location-specific, assessing its potential for a specified 

location requires consideration of solar time, the sun’s position angles, and the number of 

daylight hours. Solar time (ST) is given in Equation (3.2) (Duffie and Beckman, 2013). 

𝑆𝑇 = 𝑇𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 + 4(𝐿𝑠𝑡 − 𝐿𝑙𝑜𝑐) + 𝐸 (3.2) 

Where Tstandard the standard time and E is known as the equation of time expressed 

mathematically as: 

𝐸 =  229.2 (0.000075 +  0.001868𝑐𝑜𝑠𝐵 −  0.032077𝑠𝑖𝑛𝐵 −  0.014615𝑐𝑜𝑠2𝐵 

−  0.04089𝑠𝑖𝑛2𝐵) 

(3.3) 

 Where 𝐵 = (𝑛 − 1) (
360

365
) and1 ≤ 𝑛 ≤ 365, Lst equals standard meridian (longitude) of the 

native time zone and Lloc equals longitude at the specified site. Another important factor to 
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be defined is the declination angle. The angle made by a line drawn between the earth's center 

and the sun and the planet's equatorial plane is referred to as the declination angle, 𝛿. and this 

is expressed in Equation (3.4) (Duffie and Beckman, 2013). 

𝛿 = 23.45 𝑠𝑖𝑛 (360
284 + 𝑛

365
) 

(3.4) 

The declination angle takes care of the seasonal variations in the exploration of the sun’s energy 

for a specified location. On a surface, the incident angle is described as the one formed by the 

beam energy and the normal to that surface. This is written as: 

𝑐𝑜𝑠𝜃 =  (𝑠𝑖𝑛𝜑𝑐𝑜𝑠𝛽 − 𝑐𝑜𝑠𝜑𝑠𝑖𝑛𝛽𝑐𝑜𝑠𝛾)𝑠𝑖𝑛𝛿 +  [𝑠𝑖𝑛𝛽𝑠𝑖𝑛𝛾𝑠𝑖𝑛𝜔 + (𝑐𝑜𝑠𝜑𝑐𝑜𝑠𝛽

+ 𝑠𝑖𝑛𝜑𝑠𝑖𝑛𝛽𝑐𝑜𝑠𝛾)𝑐𝑜𝑠𝜔]𝑐𝑜𝑠𝛿 

(3.5) 

Where β is the slope, φ equals the location's latitude, and γ equals the surface azimuth angle. 

The hour angle, ω is described as the one via which the planet has alternated from the solar 

noon and this is given in Equation (3.6) (Duffie and Beckman, 2013). 

𝜔 =  150ℎ−1(𝑠𝑜𝑙𝑎𝑟 𝑡𝑖𝑚𝑒 − 12ℎ) (3.6) 

The number of daylight hours is also important for specified locations, and this is given in 

equation (3.7) (Duffie and Beckman, 2013). 

𝑁 =
2

15
𝑐𝑜𝑠−1(−𝑡𝑎𝑛𝜑𝑡𝑎𝑛𝛿) 

(3.7) 

 

3.2 Solar Collector 

Solar collectors are special types of heat exchangers (HEX) that transform energy from the sun 

(solar radiation) into heat through working fluids such as air and water (Hohne et al., 2019). 

They can be differentiated by their modes of design and operation, which include the Flat Plate 

Collector (FPC), Evacuated tube collector (ETC), and parabolic trough collector (PTC). In 

heating and cooling, especially space heating using water and air as working fluids, FPC is 

usually applied. The FPC has essential parts of interest – the solar absorber, which transfers 

energy to the fluid; the glazed material transparent to solar radiation; and the insulation 

thickness for thermal heat losses (Toapanta; et al., 2020). 
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Figure 3.1: Flat plate collector (adapted from Toapanta et al., (2020)) 

In a FPC as shown in Figure 3.1, the amount of solar energy absorbed per unit area of the 

absorber by the collector is defined as the variance that exists between the solar irradiation 

striking the collector and the optical losses. The Energy balance is given in equation (3.8) 

(Duffie and Beckman, 2013).  

𝑄̇𝑎𝑏𝑠 =  𝐸̇𝑜𝑝𝑡 =  𝑄̇𝑢 +  𝑄̇𝑙𝑜𝑠𝑠𝑒𝑠 + 𝑄̇𝑠𝑡 (3.8) 

 Where:  

𝑄̇𝑢 = Useful energy gain   

𝑄̇𝑙𝑜𝑠𝑠𝑒𝑠 = Total heat losses from the collector 

𝑄̇𝑠𝑡 = Heat stored by the collector 

 

Each of the above parameters is defined based on their dependable functions and are expressed 

mathematically in Equations (3.9), (3.10), and (3.11) (Duffie and Beckman, 2013).  

𝑄̇𝑢 = 𝑚̇𝑐𝑐𝑝(𝑇𝑓,𝑜𝑢𝑡 − 𝑇𝑓,𝑖𝑛) (3.9) 

𝑄̇𝑙𝑜𝑠𝑠𝑒𝑠 = 𝑈𝑙𝑜𝑠𝑠𝐴𝑐(𝑇𝑚,𝑎𝑏𝑠 − 𝑇𝑎𝑚𝑏) (3.10) 

𝑄̇𝑠𝑡 = (𝑚𝑐𝐶𝑝)
𝑎𝑏𝑠

𝑑𝑇

𝑑𝑡
 

(3.11) 
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Where 𝑚̇𝑐 equals fluid’s mass flow rate, 𝑐𝑝 equals fluid specific heat capacity, 𝑇𝑓,𝑜𝑢𝑡 and 

𝑇𝑓,𝑖𝑛  are exit and supplied fluid temperatures, respectively. Uloss is the total heat transfer 

coefficient of the collector, Tm,abs equals the absorber plate mean temperature, and Tamb 

equals surrounding temperature, (mcCp)
abs

 equals product of the defined parameters for the 

absorber while T equals temperature and t equals the operating time. The collector thermal 

efficiency is given by Equation (3.12) (Duffie and Beckman, 2013). 

𝜂𝑐 =
𝑄𝑢

𝐼𝑐𝐴𝑐
 =  𝑎0  −  𝑎1

∆𝑇

𝐼𝑐
− 𝑎2

(∆𝑇)2

𝐼𝑐
 

(3.12) 

Where Ic is incident radiation striking the collector surface and 𝑎0, 𝑎1, 𝑎𝑛𝑑 𝑎2 are efficiency 

constants. 

3.3 Heat Pump 

Heat pumps are devices that use mechanical energy for the movement of heat energy from a 

“heat source” having a low temperature to a “heat sink” having a high temperature using the 

principle of the reversed heat engine cycle, as shown in Figure 3.2. The application of a 

reversed heat engine cycle is found in systems such as refrigerators, air conditioners, and heat 

pumps. Its aim is to transfer heat energy, 𝑄𝐿  from a cold source having temperature, 𝑇𝐿 to a 

heat sink, having a higher temperature, 𝑇ℎ.  

 

Figure 3.2: Reversed heat engine cycle for heat pump demonstration (adapted from Eastop 

and McConkey, (2009)) 
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The parameter of interest in this type of system is the work input, W because it is the parameter 

that has to be paid for and which constitutes the high running cost. For cost reduction and 

migration of running cost of the systems, solar-energy-driven heat pumps have been developed 

and have become a topic of great interest for researchers. The relationship between the heat 

input 𝑄𝐿 and the rejected heat to the surrounding 𝑄ℎ is given in Equation (3.13) (Eastop and 

McConkey, 2009). 

𝑊 +  𝑄𝐿 =  𝑄ℎ (3.13) 

Where 𝑊 =  𝐸𝑐𝑜𝑚 + 𝐸𝑓𝑎𝑛. The performance of heat pumps and refrigerators are investigated 

by their Coefficient of performance, 𝐶𝑂𝑃𝑐𝑜𝑜𝑙/ℎ𝑒𝑎𝑡 for either heating or cooling as given in 

Equations (3.14) and (3.15). 

𝑄𝑐𝑜𝑜𝑙/ℎ𝑒𝑎𝑡 = ∫  𝑚̇𝑎𝐶𝑝𝑎(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡)
𝑡𝑓

𝑡𝑖

𝑑𝑡 
(3.14) 

𝐶𝑂𝑃𝑐𝑜𝑜𝑙/ℎ𝑒𝑎𝑡 =  
𝑄𝑐𝑜𝑜𝑙/ℎ𝑒𝑎𝑡

∫ (𝐸𝑐𝑜𝑚 + 𝐸𝑓𝑎𝑛)𝑑𝑡
𝑡𝑓

𝑡𝑖

 
(3.15) 

Where 𝑄𝑐𝑜𝑜𝑙/ℎ𝑒𝑎𝑡 is the cooling or heating load, 𝑚̇𝑎𝐶𝑝𝑎 is the product of heat capacity of air 

and the mass flow rates of air, 𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡 is the temperature difference between the inlet and 

outlet air temperature, and 𝐸𝑐𝑜𝑚 𝑎𝑛𝑑 𝐸𝑓𝑎𝑛  are power consumption of the heat pump’s 

compressor and fan,   For application to solar heat pumps, the energy balance can be given 

in Equation (3.16) (Duffie and Beckman, 2013). 

𝐿𝑇 =  𝐸𝐶 +  𝐸𝑆 + 𝐸𝐸 + 𝐸𝐴 (3.16) 

 Where 𝐿𝑇 is the total load, 𝐸𝐶 is the supplied energy from the collector and tank, 𝐸𝑆 is the 

absorbed energy by the HP from the source, 𝐸𝐸 is the electrical energy required to run the HP 

and 𝐸𝐴 is the secondary energy input. The performance of an HP is evaluated by calculating 

its COP, which is the ratio of “free” energy to the net load. This is given in Equation (3.17) 

(Duffie and Beckman, 2013). 

𝐶𝑂𝑃 =  
𝐸𝐶 +  𝐸𝑆

𝐿𝑇
 

(3.17) 
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3.4 Underground thermal energy storage  

Thermal energy storage stores heat energy and extract it for future consumption using the time-

dependent heat transfer approaches. In the analytical method for modeling of heat transfer 

systems such as the UTES, two basic approaches are employed: the lumped capacitance 

approach and the analytical approach using the Fourier heat conduction expressions (Laloui 

and Rotta, 2020). The lumped capacitance leverages the energy balance and permits time-

dependent heat profile modeling for systems assumed to possess a uniform temperature 

variation during the transient heat transfer process, while the analytical approaches leverage 

the Fourier’s equation for heat conduction to permit time-dependent heat transfer modeling of 

the system. Both approaches yield acceptable results; however, unlike the lumped capacitance 

approach, where the temperature within the system is assumed uniform, the temperature 

variations within the system control volume cannot be neglected in the analytical approach. 

3.4.1 Lumped Capacitance Method (LCM) 

Typically, when a solid body which is at an initial temperature 𝑇1 and a heat capacity 𝐶𝑝 

volume, V, mass, m, and density, 𝜌, is placed in a fluid having different temperature 𝑇2 at a 

time, 𝑡 =  0, or the fluid is allowed to come in contact with the solid body, lump capacitance 

model assumes the heat transfer between the fluid and the body to be conventional with a heat 

transfer coefficient, ℎ𝑓, and the temperature of the body is uniform and only changes with time 

𝑇 = 𝑇(𝑡). According to Laloui and Rotta, (2020), the energy balance of this case study is given 

in Equation (3.18) as: 

ℎ𝑓𝐴𝑠(𝑇2  −  𝑇)  =  𝑚𝐶𝑝

𝑑𝑇

𝑑𝑡
 =  𝜌𝑉𝐶𝑝

𝑑𝑇

𝑑𝑡
 

(3.18) 

Solving the energy balance by considering necessary parameters and integrating from 𝑡 =  0 

to any other time, t, The Equation (3.19) is obtained (Çengel and Ghajar, 2015). 

𝑇(𝑡)  −   𝑇2 

𝑇1  −   𝑇2
 =  𝑒−𝑏𝑡 

(3.19) 

Where: b =  
ℎ𝑓𝐴𝑠

𝜌𝑉𝐶𝑝
 referred to as the time constant with unit (𝑡𝑖𝑚𝑒)−1. This concept enables 

us to determine the change in temperature of the body at any time, t and consequently determine 
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the net heat transfer occurring between the body and its surrounding, say the fluid. The heat 

transfer is therefore given in kJ in Equation (3.20) as: 

𝑄 =  𝑚𝐶𝑝[𝑇(𝑡)  −  𝑇1] (3.20) 

Although the lumped capacitance model is simplified and provides an adequate heat transfer 

profile, it has its own limitations and is used under certain conditions. First, the characteristic 

length 𝐿𝑐, which is the ratio of the Volume of the body to the surface area, must be determined, 

followed by determining the Biot Number as shown in Equation (3.21) (Çengel and Ghajar, 

2015). 

𝐵𝑖 =  
ℎ𝐿𝑐

𝑘
 =  

ℎ

𝑘 𝐿𝑐⁄

∆𝑇

∆𝑇
  

(3.21) 

Where ℎ is heat transfer coefficient and 𝑘 is the thermal conductivity of the material. This is 

the ratio of the convection heat transfer on the surface of the body to the conduction heat 

transfer within the body. The lumped capacitance method is exact, when the Bi = 0 and 

approximate when 𝐵𝑖 >  0. The acceptable value where the lumped capacitance method is 

acceptable is when 𝐵𝑖 ≤  0.1 although it can also be applied without satisfying 𝐵𝑖 <  0.1 

depending on whether high accuracy is required or not.  

3.4.2 Analytical approach for heat conduction 

This approach can evaluate the temperature changes of the body, such as the ground, when the 

Biot number is not small or within the acceptable range for LCM application and when the 

temperature changes cannot be neglected. Generally, for a one-dimensional problem of a 

cylindrical pipe in a medium, Fourier’s equation for conduction is stated as given in Equation 

(3.22) and is applied, considering all necessary boundary conditions (Çengel and Ghajar, 

2015). For example, a constant conductivity problem for steady-state, transient state with no 

heat generation, and steady-state, no heat generation is shown in Equations (3.23), (3.24), and 

(3.25) (Çengel and Ghajar, 2015).  
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[𝑅𝑎𝑡𝑒 𝑜𝑓 𝑐ℎ𝑎𝑛𝑔𝑒 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡]  

= [𝑅𝑎𝑡𝑒 𝑜𝑓  ℎ𝑒𝑎𝑡 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑎𝑡 𝑎 𝑟𝑎𝑑𝑖𝑢𝑠, 𝑟 ]

−  [𝑅𝑎𝑡𝑒 𝑜𝑓 ℎ𝑒𝑎𝑡 𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑎𝑡 𝑎 𝑟𝑎𝑑𝑖𝑢𝑠, 𝑟 +  𝑑𝑟]  

+  [𝑅𝑎𝑡𝑒 𝑜𝑓 ℎ𝑒𝑎𝑡 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑖𝑛𝑠𝑖𝑑𝑒 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡]  

(3.22) 

1

𝑟

𝑑

𝑑𝑟
(𝑟

𝑑𝑇

𝑑𝑟
) +  

𝑞̇

𝑘
=  0 

(3.23) 

1

𝑟

𝛿

𝛿𝑟
(𝑟

𝛿𝑇

𝛿𝑟
)  =  

1

𝜎

𝛿𝑇

𝛿𝑡
 

(3.24) 

𝑑

𝑑𝑟
(𝑟

𝑑𝑇

𝑑𝑟
)  =  0 

(3.25) 

Where 𝑑 is the diameter of the piping material, r is its radius, 𝑞̇ is heat transfer rate, k is the 

thermal conductivity of the material, and T is the temperature. The term σ =  𝑘 𝜌𝐶⁄  is the 

heat diffusivity of the body and represents the rate at which heat travels through the body where 

C is the heat capacity. 

3.4.3 Thermal Resistance approach 

When modeling heat transfer in a large medium like the ground, the thermal resistance 

approach can be used. This approach considers the flow of heat to be similar to the flow of 

electric current in a circuit. In time-dependent systems like underground thermal energy 

storage, two things are important. First, the rate of heat in the storage volume, which is 

determined by the temperature difference between the working fluid and the ground must be 

considered. Second, the time-dependent temperature difference, which considers the rate of 

heat transfer must be factored in. In general, these two considerations are combined to give the 

mathematical expression presented in Equation (3.26) as defined by Laloui and Rotta, (2020): 

𝑄̇  =  𝐴𝑞̇𝑜 =
𝑇̅𝑓(𝑡)  −  𝑇𝑖𝑛𝑖

𝑅𝑡𝑜𝑡𝑎𝑙(𝑡)
 =  

𝑇̅𝑓(𝑡)  −  𝑇𝑖𝑛𝑖

𝑅𝑏 + 𝐺𝑓 (𝑥𝑖, 𝑡)
 

(3.26) 

 Where T̅f(t) is the mean temperature of the working fluid, T𝑖𝑛𝑖 is the initial temperature of 

the ground, A is the total heating surface, q̇o is the heat flux, and Rtotal(t)  is the total heat 

resistance. While Rb is the time-independent heat resistance, the term Gf (xi, t) is the time-

dependent function of the heat resistance that considers the coordinate, xi over the time, t, 
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often refers to as the G-function. Further methods of modeling heat transfer in restructures are 

explained vividly by Laloui and Rotta, (2020).   

3.5 Simulation Tools 

Simulation tools are the computer tools used for simulating different systems for proper 

analysis so as to describe fully the dynamic behavior of systems. Researchers tend to provide 

answers to some research questions through chains of experimentation, and this has proven 

difficult in its own ways because practical problems involve a lot of variations and 

uncertainties. In most cases, experimentations became impossible due to their excessive time 

consumption, exchange, and the technical, social, and economic implications. Modeling and 

simulation have been identified to solve the problems associated with experimentations since 

they reduce significantly the number of repetitive and iterative experiments (Shrivastava et al., 

2017). Recently, it has been referred to as numerical experimentation, where the analytical 

results are dependent on the accuracy of the mathematical models. Many studies have been 

carried out utilizing different software for thermal and electrical energy systems.  

3.5.1 TRNSYS and MATLAB Software  

TRNSYS is a flexible and graphical simulation tool that is used based on the designed 

environment to simulate the dynamic and transient behavior of systems. Although this software 

can be used for simulating such systems as traffic flow and biological processes, it is commonly 

used for investigating electrical and thermal energy systems. TRNSYS contains two parts – the 

engine, often referred to as the kernel, and the library. The kernel is the part that reads and 

processes the input parameters and solves them using iteration methods for the determination 

of their convergence and plotting of the system variables for interpretation. It also makes 

available utilities that find the thermophysical properties and inverse metrics, carry out 

regressions, and interpolate external files. In literature, it has been used to investigate energy 

systems by (Li et al., 2020; Plytaria et al., 2018; Ramos et al., 2017). 
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CHAPTER 4: METHODOLOGY 

Various steps are followed to model and simulate a solar-assisted dual-source heat pump 

combined with underground thermal energy storage (UTES) for application in water heating, 

building space heating, and cooling. In this chapter, the methodology for the current study is 

presented. First, the technique for developing, simulating, and calibrating inverse grey-box 

models for horizontal and vertical UTES configurations was explained. Similarly, the approach 

for developing a simulation model in TRNSYS and the application of the calibrated models for 

a public building is presented. Further to this, the parametric analysis methods for determining 

the models' sensitivity were presented. 

4.1 Development and Evaluation of Inverse Models for Underground Thermal Energy 

Storage 

4.1.1 Experimental set-up and measurement 

Inverse grey-box models for the UTES system were developed and calibrated for application. 

To accomplish this specific objective, an experimental investigation of shallow UTES for 

horizontal and vertical configurations was carried out. The experiment was set up at the Korea 

Institute of Energy Research located in Daejeon, South Korea, with the main purpose of 

obtaining data for calibrating the inverse models for universal application. Figure 4.1 shows an 

overview of the site installation of the thermal energy storage for vertical and horizontal 

configurations with experimental set and measurement shown in Figure 4.2 as well as the 

dimensions depicted in Figure 4.3.  

For these shallow UTES systems, the borehole pipes were installed at a depth of 2 m below the 

earth surface although to create rooms for insulations and grouting materials, the total depth 

dug was 2.5 m. The total lengths of pipe installed were 56 m and 189 m for vertical and 

horizontal configurations, respectively. Additionally, the surface dimension for the storage 

volume for each configuration was 4.0 m ⅹ 3.4 m ⅹ 2.5 m as shown in Figure 4.3, and to 

minimize the effects of thermal losses, the systems were improved by providing insulations by 

the sides and top of the storage volume using a rigid polyurethane foam. 
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a) b) 

 

Figure 4.1: An overview of the underground thermal energy storage a) vertical configuration, 

and b) horizontal configuration  

On the top of each storage volume, an insulation of thickness, 0.2 m was provided 0.3 m from 

the soil surface while the same was done for the sides of the storage volume where 0.2 m 

insulation was provided, just after the piping materials. Six temperature sensors of precision 

±0.5 ℃ were installed vertically downward at a distance of 0.3 m from each other, just 0.2 m 

away from the side insulation on the east, west, north, and south of the storage volume to 

measure the ground temperatures as indicated in Figure 4.2. The resistance temperature 

detector (RTD) sensors were given nomenclatures of 𝑇𝑉_𝐸𝑖, 𝑇𝑉_𝑊𝑖, 𝑇𝑉_𝑁𝑖, 𝑇𝑉_𝑆𝑖, and 𝑇𝑉_𝐶𝑖 

for the east, west, north, south, and center of the storage volume for the vertical configuration 

in contract to the horizontal configuration whose temperature sensors were named 𝑇𝐻_𝐸𝑖 , 

𝑇𝐻_𝑊𝑖, 𝑇𝐻_𝑁𝑖,  𝑇𝐻_𝑆𝑖, and 𝑇𝐻_𝐶𝑖 for east, west, north, south and center of the storage volume 

where 𝑖 represent the sensor number progressing downwards into the depth of the storage 

volume. Similarly, at the sides of the storage volumes, immediately after the insulation, 

temperature sensors, 𝑇𝑉_𝑜𝑖 and 𝑇𝐻_𝑜𝑖 for vertical and horizontal systems, respectively were 

installed vertically downwards to determine the effectiveness of the insulation in preventing 

the thermal losses. The location of this sensor is shown in Figure 4.4 for a better visualization.  

The experimental investigation was such that during the heat storage (ground charging) phase, 

water was heated using the auxiliary heater to a temperature of 65 oC, and supplied to the 

storage volumes, at varied flow rates between 0 – 550 kg/h for the horizontal configuration, 

and flow rates between 0 – 1560 kg/h for the vertical configuration. 
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Figure 4.2: Experimental set-up and measurement  

To measure the supply and return temperatures of the thermal storage systems, temperature 

sensors, 𝑇𝑣𝑒𝑆2  and 𝑇𝑣𝑒𝑅2  were installed, with corresponding magnetic flow meter, 

𝐹ℎ𝑣𝑆2  of precision ±0.5  kg/h to measure the flow rates for the vertical configuration. 

Similarly, temperature sensors, 𝑇ℎ𝑜𝑆1 and 𝑇ℎ𝑜𝑅1 were installed to measure the supply and 

return temperature for the horizontal configuration with a corresponding flow meter labeled 

𝐹ℎ𝑜𝑆1 for measuring the flow rate during the experiment. During the heat release (ground 

discharging) phase, water at a constant temperature of 20 oC was supplied to the systems from 

the installed radiators as indicated in Figure 4.2. Similarly, the supply and return temperature 

sensors, 𝑇𝑣𝑟𝑎𝑆2 and 𝑇𝑣𝑟𝑎𝑅2, were installed to measure the supply and return temperatures 

from the radiator, respectively for the vertical configuration. Additionally, supply and return 

temperature sensors 𝑇ℎ𝑟𝑎𝑆1  and 𝑇ℎ𝑟𝑎𝑅1  were installed for measuring the supply and 

return temperatures from the radiator, respectively, for the horizontal system. Furthermore, 

flow meters, 𝐹ℎ𝑟𝑎𝑆1 and 𝐹ℎ𝑟𝑎𝑅2 were installed for measuring the flow rates of the fluid 

during this phase for the horizontal and vertical configurations, respectively. 
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Figure 4.3: Installation and dimensions of the UTES, a) vertical configuration and b) 

horizontal configuration 
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Figure 4.4: Diagram of the top view of the installation  

4.1.2 Development of Detailed TRNSYS Grey-box Model 

In this study, a detailed TRNSYS model that can properly represent the field experiment was 

developed for the vertical and horizontal configurations using TRNSYS simulation tool 

(TRNSYS - Official Website) as shown in Figure 4.5. Standard U-tube ground heat exchanger 

(Type557a) from the TRNSYS TESS library was used for modeling the vertical configuration 

as shown in Figure 4.5a. Measured meteorological data such as the solar irradiance, ambient 

temperature, etc. specific for the site was used to model the weather, using Type15 from the 

TRNSYS component library. For the horizontal model, standard Type997 from TRNSYS 

library, and the same weather data and type was used. The weather data and the data collected 

during the experiment were utilized as input to identify system driving parameters which were 

used for the model calibration. To achieve adequate model calibration, Type583, a generic 

optimization program (GenOPT) developed by the National Renewable Energy Laboratory 

(NREL) in the United States, was used. The model impacting parameters, such as soil's thermal 

conductivity, heat capacity, and density, are not known and are challenging to determine. 

Therefore, they were approximated by an optimization method, utilizing reasonable lower and 

upper limits adapted from experimentally determined values present in literature (ASHRAE, 

2014; Aydin et al., 2012; Kodešová et al., 2013; Nikiforova et al., 2013). For calibration of this 

model, Hook-Jeeves Optimization algorithm was employed. This algorithm uses a direct search 

method for finding the local minimum point of a function, which is particularly useful when 
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gradient information is not available. It relies on comparing function values at different points 

to guide the search for a minimum. It is a simple yet effective method for solving non-linear 

optimization problems in various fields, including engineering, economics, and computer 

science; hence is the most suitable for the model calibration in this study. Optimal values of 

the driving parameters were obtained and recorded in each complete iteration. The best iterate 

was used to improve calibration and calculate the Root Mean Square Error (RMSE) and the 

Coefficient of Variation of the RMSE (CVRMSE). 
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Figure 4.5: Detailed TRNSYS model representing the field experiment, a) vertical 

configuration, b) horizontal configuration  

 

4.1.3 Development of the Inverse Models 

A simplified inverse model was developed for performance prediction of the vertical and 

horizontal UTES systems using thermal network analysis. For the vertical configuration as 

shown in Figure 4.6, the U-tube heat exchanger is considered, alongside the top and side 

insulations of the system. For simplification, one side of the U-tube is considered bearing in 

mind the heat interaction of the fluid-to-ground with the mean temperature of the inlet and 

exiting fluid in the pipe. The effects of the ground temperature outside the insulation, TG and 

the ambient temperature, Ta over the storage volume were taken into consideration. As a 

result, a 4 resistance, 2 capacitance model was developed, considering 5 nodes as shown in 

Figure 4.6b with the following assumptions: 

• The effects of ground water were not considered since the system dept is shallow 

• Component materials are assumed to be isotropic, homogenous, and categorized by

 effective parameters 

• Fluid-to-pipe and air-to-ground heat transfer is regarded as convection heat transfer
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 only while the heat transfers within the pipe materials, grout, and the ground is 

by conduction only. 

 

Figure 4.6: Simplified inverse model for vertical UTES type. a) detailed heat interaction in 

the U-tube heat exchanger, and b) simplified 4R2C thermal network. 

 

Consequently, the following equations for the nodes were obtained: 

For node 𝑇̅𝑤 :                  0 =  𝑄̇𝑤 +  
𝑇𝑔−𝑇̅𝑤

𝑅𝑤𝑔
 (4.1) 

                       𝑊ℎ𝑒𝑟𝑒 𝑇̅𝑤 =  
𝑇𝑖𝑛+𝑇𝑜𝑢𝑡

2
  and 𝑄̇𝑤 =  𝑚̇𝑤𝑐𝑝𝑤(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡). (4.2) 

For Node 𝑇𝑔:             𝐶𝑔
𝑑𝑇𝑔

𝑑𝑡
=  

𝑇̅𝑤  −   𝑇𝑔

𝑅𝑤𝑔
+ 

𝑇𝑠𝑜𝑖𝑙  −  𝑇𝑔

𝑅𝑔𝑠
 (4.3) 

For node 𝑇𝑠𝑜𝑖𝑙:         𝐶𝑠𝑜𝑖𝑙
𝑑𝑇𝑠𝑜𝑖𝑙

𝑑𝑡
=  

𝑇𝑔−𝑇𝑠𝑜𝑖𝑙

𝑅𝑔𝑠
+ 

𝑇𝑎−𝑇𝑠𝑜𝑖𝑙

𝑅𝑎𝑠
+  

𝑇𝐺−𝑇𝑠𝑜𝑖𝑙

𝑅𝑠𝐺
 (4.4) 

Where the effective capacitance of the soil, and the effective capacitance of the grouting 

materials for the vertical configuration are given in equations (4.5) and (4.6). Where all 

parameters are defined in the table of the nomenclature and abbreviations. The term 𝛼 is the 
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user-defined factor that considers the thermal inertia of the systems defined by Maestre et al., (2013) 

and the storage volume, 𝑉𝑠 is defined according to Thornton et al., (2014). 

𝑊ℎ𝑒𝑟𝑒 𝐶𝑠𝑜𝑖𝑙 = 𝜌𝑠𝑐𝑝𝑠𝑉𝑠 𝑤𝑖𝑡ℎ 𝑉𝑠  =  𝑁𝜋∆𝑥(0.525 × 𝑏𝑜𝑟𝑒ℎ𝑜𝑙𝑒 𝑠𝑝𝑎𝑐𝑖𝑛𝑔)2 (4.5) 

𝑊ℎ𝑒𝑟𝑒 𝐶𝑔 = 𝛼𝜌𝑔𝑐𝑝𝑔𝑉𝑔 = 𝛼𝜌𝑠𝑐𝑝𝑔𝜋(𝑙𝑏
2 − 2𝑟𝑝𝑜

2 )∆𝑥 (4.6) 

The thermal resistances (𝑅𝑤𝑔, Rgs, 𝑅𝑎𝑠, and 𝑅𝑠𝐺) on the fluid-to-ground heat conduction path 

are defined in the following equations: 

𝑅𝑤𝑔 =  
1

𝐴𝑓ℎ𝑓
+ 

𝑙𝑛 (
𝑟𝑝2

𝑟𝑝1
⁄ )

2𝜋𝐿𝑘𝑝
+

𝑙𝑛 (
𝑟𝑔

𝑟𝑝2
⁄ )

2𝜋𝐿𝑘𝑔𝑟𝑜𝑢𝑡
 

(4.7) 

𝑎𝑛𝑑 𝑅𝑔𝑠 =   
𝑙𝑛 (

𝑙𝑏
𝑟𝑔

⁄ )

2𝜋𝐿𝑘𝑔𝑟𝑜𝑢𝑡
 

(4.8) 

Where, 

𝑙𝑏  =  √𝑟𝑏
2 + (

𝑑

2
+ 𝑟𝑝

2)
2

 

(4.9) 

𝑟𝑔  =  √
𝑙𝑏

2 + 𝑟𝑝
2

2
 

(4.10) 

In the same way, 𝑅𝑎𝑠 and 𝑅𝑠𝐺  are obtained, considering the resistances on their heat transfer 

pathways as shown in equation (4.11) and (4.12). 

𝑅𝑎𝑠 =  
1

𝐴𝑠ℎ_𝑎𝑖𝑟
+  

𝐿𝑠𝑢𝑟𝑓,𝑖𝑛𝑠

𝐴𝑠𝑢𝑟𝑓,𝑖𝑛𝑠𝑘𝑠
+

𝐿𝑖𝑛𝑠

𝐴𝑖𝑛𝑠,𝑡𝑜𝑝𝑘𝑖𝑛𝑠
+  

𝐿𝑖𝑛𝑠,𝑠

𝐴𝑖𝑛𝑠,𝑠𝑘𝑠
 

(4.11) 

𝑅𝑠𝐺 =  
𝐿𝑠,𝑖𝑛𝑠

𝐴𝑠,𝑖𝑛𝑠𝑘𝑠
+  

𝐿𝑖𝑛𝑠

𝐴𝑖𝑛𝑠,𝑠𝑖𝑑𝑒𝑘𝑖𝑛𝑠
+

𝐿𝑖𝑛𝑠,𝐺

𝐴𝑖𝑛𝑠,𝐺𝑘𝑠
 

(4.12) 

The estimation of the heat transfer coefficient, ℎ𝑓  can be done by considering few 

dimensionless numbers such as the Reynold’s, 𝑅𝑒 , Prandtl, 𝑃𝑟, and Nusselt, 𝑁𝑢  numbers 

adopted from Çengel and Ghajar, (2015) and Thornton et al., (2014). Mathematically they 

given in (4.13), (4.14), and (4.15) (Çengel and Ghajar, 2015). 



40 

 

𝑅𝑒  =  
𝑚̇𝑓𝐷𝑖

𝜇𝑓
 

(4.13) 

𝑃𝑟 =  
𝑐𝑝,𝑤𝜇𝑓

𝐾𝑓
 

(4.14) 

𝑁𝑢 =  [
3.66                                   (𝑖𝑓 𝑅𝑒 ≤ 2300)                                                𝑙𝑎𝑚𝑖𝑛𝑎𝑟 𝑓𝑙𝑜𝑤

0.023𝑅𝑒0.8𝑃𝑟 
0.4     (𝑅𝑒 >  10000 𝑜𝑟 0.6 ≤ 𝑃𝑟 ≤ 160)                     𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑓𝑙𝑜𝑤

 
(4.15) 

ℎ𝑓 can then be estimated using the relationship given in equation (4.16), with all parameters 

defined in the table of abbreviation. 

ℎ𝑓  =  
 𝑁𝑢𝐾𝑓

𝐷𝑖
 

(4.16) 

These nodal equations were solved to obtain the inverse models in the result section. The 

configuration was modified as shown in Figure 4.7 for derivation of the inverse model for the 

horizontal configuration. In this modification, the temperature on the grouting node, 𝑇𝑔 was 

considered as the temperature of the ground, near the pipe while the soil temperature, 𝑇𝑠𝑜𝑖𝑙 is 

regarded as the temperature of the ground farther away from the pipe. With this modification 

and the following the dimension of the horizontal configuration, the model was calibrated for 

application. 

 

Figure 4.7: Modification for horizontal configuration inverse model  
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The developed model was modeled and simulated in MATLAB Simulink, with the assumption 

that the variation in inlet temperature over time (
𝑑𝑇𝑖𝑛

𝑑𝑡
) was minimal because the UTES was fed 

water at a stable temperature during the field test. Model parameters as shown in Figure 4.8 

were optimized through training using the input (𝑇𝑖𝑛, 𝑚̇𝑤, 𝑇𝑎 ,  𝑎𝑛𝑑 𝑇𝐺 ) and the output (𝑇𝑜𝑢𝑡) 

data. In this model, the ground temperature (𝑇𝐺) is considered as a constant average effective 

temperature of the distant ground, beyond the insulation, to reflect the standard underground 

temperature. Thus, when 𝑇𝐺  is unknown, such as in simulations with TRNSYS for model 

training and testing, the long-term average measured 𝑇𝐺 is utilized as a constant, assuming the 

insulation maintains the temperature range. The nonlinear optimization method applied was 

the Trust-Region-Reflective algorithm (TRRA), which is optimal when gradient information 

is needed because it accommodates only upper and lower bounds or linear equality constraints, 

making it ideal for evaluating the model. Model calibration was based on the sum of squared 

error (SSE) and calibration accuracy was assessed using RMSE and CVRMSE. 

 

Figure 4.8: Relationship between the input parameters, driving parameters to estimate, and 

output parameter for calibration of the proposed model 

 

4.1.4 Model Performance Index 

The evaluation of the performance the developed the energy system model relies on statistical 

metrics like the coefficient of determination (R2), root mean square error (RMSE), coefficient 

of variation of the mean square error (CVRMSE), and mean bias error (MBE) (Chakraborty 

and Elzarka, 2018). R2 is significant for predicting system behavior through regression 
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analysis, while RMSE is widely preferred for its use of the sum of squared errors (SSE) 

between actual and predicted values to gauge accuracy (Chakraborty and Elzarka, 2018; 

Drucker et al., 2023; Hong et al., 2016; Pang et al., 2020). CVRMSE, which normalizes RMSE 

against the actual values' mean or range, adjusts for the scale of the data, with values below 

20% generally being acceptable, though smaller values are preferable. Typically, the time-

dependent objective function, J(t), is established for the SSE based on temperature variations, 

as indicated in equation (4.17). The objective function J(t) for calibrating the model, 

corresponding to the SSE, RMSE, and CVRMSE, is specified in equations (4.17), (4.18), and 

(4.19), respectively. 

𝐽 = 𝑆𝑆𝐸 =  ∑(𝑒𝑟𝑟𝑜𝑟 (𝑖))2

𝑁

𝑖=1

= ∑(𝑇𝑜𝑢𝑡,   𝑠𝑖𝑚(𝑖) −  𝑇𝑜𝑢𝑡,   𝑒𝑥𝑝(𝑖))
2

       𝑖 = 1, … , 𝑁

𝑁

𝑖=1

 

 

(4.17) 

𝑅𝑀𝑆𝐸 =  √∑ (𝑇𝑜𝑢𝑡,   𝑠𝑖𝑚 −  𝑇𝑜𝑢𝑡,   𝑒𝑥𝑝)
2𝑁

𝑖=1

𝑁
 

(4.18) 

Where N represents the number consecutive data points and 𝑖 represents the present timestep. 

The CVRMSE is then estimated using equation  

𝐶𝑉𝑅𝑀𝑆𝐸 =  (
𝑅𝑀𝑆𝐸

𝑇̅𝑜𝑢𝑡,   𝑒𝑥𝑝

) ∗  100 
(4.19) 

Where 𝑇̅𝑜𝑢𝑡,   𝑒𝑥𝑝 represents the mean measured temperture over the simulation timestep.  

 

4.2 Development of Simulation Models 

4.2.1 Inter-seasonal power-to-heat and cool (P2HC) 

Due to the existence of surplus energy generation from the solar PV installed in buildings, it 

has become inherent to develop a strategy for their utilization; hence the concept of the power-

to-heat and cool (P2HC). This is simply the conversion of this excess electricity to hot or cold 

heat for utilization during the solar off-peak periods either for water heating, space heating or 
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cooling (Sukumaran et al., 2023; Wu et al., 2022). In this research, this concept is applied as 

shown in Figure 4.9. In general, electricity demand is usually high during winter and summer 

due to the high demand for heating and cooling, respectively. However, in the spring and 

autumn, when the weather is in its moderate conditions, less heating or cooling is required. 

This leads to the existence of surplus electricity generation from the installed solar PV or solar 

PVT on the building. However, during these periods, the study intends to apply the concept of 

P2H and P2C by using the UTES for their utilization. The system configuration, its operational 

strategy guided by simple control methods are explained explicitly in the following sections. 

Nonetheless, it is important to note that the dates for each season varies in different countries, 

however, this method is applicable globally by adjusting the dates in the control strategy. 

 

Figure 4.9: P2H and P2C concept in this research  

4.2.2 System Configuration and Control Strategy 

The system configuration for this study is such that the excess electricity generated from solar 

PV or PVT systems can be effectively utilized. To accomplish this, a novel self-consumption 

PV system combined with a dual-source heat pump, and seasonal underground thermal energy 

storage for enabling P2HC strategy is developed, with the configuration as shown in Figure 
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4.10b. The concept developed earlier depicts the energy demand flow as shown in Figure 4.10a, 

where for a given building, electricity generation from solar PV/PVT is used for meeting the 

domestic hot water demand, building space heating and cooling demands, and other electricity 

demands. However, since this demand varies with seasons, excess electricity generation are 

encountered. For proper utilization of this energy, the system in Figure 4.10b is developed. The 

operational strategy entails the utilization of the excess electricity to charge the UTES during 

non-heating and cooling seasons, which is then extracted during heating and cooling seasons 

for meeting the space conditioning demands. In this study four seasons – winter, spring, 

summer, and autumn are considered and the control strategy for the system are summarized 

thus: 

• During spring and autumn, P2C and P2H operations take place, respectively, and no 

preheated or precooled ambient air is supplied to the heat pump. At this time, the pump, 

P2, is enabled, and the flow from HP to UTES is allowed through the valve, V1 and the 

control flow diverter (CFD), while the flow to the pump, P1 and from the flat-plat heat 

exchanger (HX) is completely prohibited. The excess electricity is used to charge the 

UTES with cold heat in spring (P2C operation) and with warm heat in autumn (P2H 

operation), lowering or raising the temperature of the ground accordingly.  

• During the heating and cooling periods in winter and summer, respectively, the stored 

heat in the UTES is extracted for building space conditioning. The pump, P1, is enabled, 

and the working fluid from UTES is allowed to exchange heat with the ambient air in 

the HX. At this time, the valve, V1 and the CFD allow the flow to circulate within the 

UTES and the heat exchanger only, shutting off completely the flow from the heat pump 

(HP), and to the pump, P2. This action allows the ambient air that is passed through the 

heat exchanger to be preheated or precooled and then supplied to the source side of the 

heat pump for heating or cooling the building. 

• The employed control strategy is extended such that the P2HC operation is only 

possible when surplus electricity generation from the solar PV/PVT system exists. This 

ensures self-consumption mode, implying that no electricity from the grid or any 

auxiliary energy supply is required to charge the UTES. 
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Figure 4.10: a) Energy demand flow for analysis b) Proposed system configuration  

The control strategy in this research ensures that the starting and ending temperatures of the 

UTES remain roughly equal. This is crucial for preserving the yearly thermal equilibrium of 

the soil temperature within the UTES. This approach is especially beneficial in the test case of 

a ground-source water-load (GSWL) heat pump, where the heating and cooling requirements 
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are not aligned. Besides the previously mentioned control methods, the system incorporates 

heating and cooling dead bands. These dead bands, serving as control signals for heating and 

cooling, are intended to avoid the unnecessary and frequent activation or deactivation of the 

fluid and heat pumps. The heating dead band is maintained at a 4°C range from 18°C to 22°C, 

and the cooling dead band is kept at a 2°C range from 24°C to 26°C. 

4.2.3 System Component description 

4.2.3.1 Building Model 

The developed model and its control strategy were tested on a typical public school building 

located in Jincheon City, South Korea. For simplicity, the building model was accomplished 

in TRNSYS using the Type88 lumped capacity model with details as shown in Table 4.1. The 

building is a four-story building with each floor having 1,312 m2 total floor area from which 

thermal losses or gains occur. In the simulation study of this research, an assumption that each 

floor has its own heat pump was made. While the first floor contains the novel heat pump of 

interest, the second to fourth floors contain a conventional ASHP each with the same capacity 

and power consumption. In the actual building, the data for the power profile without the 

cooling systems proposed in this study was collected over a one-year period and matched with 

the installed PV capacity designed to meet the energy demand of the entire building, including 

the energy demand for the building space conditioning operations. 

During the modeling of this building, factors such as the dry bulb temperature, humidity, 

infiltrating air flow, and latent heat gains were taken into consideration, as shown in the 

building energy balance in Figure 4.11, and mathematically expressed in equation (4.20). The 

parameters in the given equations are explained in the abbreviation section. Considering the 

Korean weather, the zone temperature is set to between 18 oC and 22 oC during the space 

heating period, accounting for a temperature deadband of 4 oC. Similarly, during the cooling 

season, the building zone temperature is set between 24 oC and 28 oC, accounting for a 2 oC 

temperature deadband. Furthermore, the building was assumed to be airtight; therefore, the 

𝑄𝑖𝑛𝑓𝑖𝑙𝑡𝑟𝑎𝑡𝑖𝑜𝑛 was set to zero. The cooling and heating loads were calculated using equations 

(4.21) and (4.22), respectively. 
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Figure 4.11: Energy balance of the building model  

𝑑𝑇𝑧

𝑑𝑡
 ≈  𝑄ℎ𝑝 + 𝑄𝑎𝑚𝑏𝑖𝑒𝑛𝑡 + 𝑄𝑖𝑛𝑓𝑖𝑙𝑡𝑟𝑎𝑡𝑖𝑜𝑛 + ∑ 𝑄𝑔𝑎𝑖𝑛𝑠 

(4.20) 

Where, 𝑄ℎ𝑝 =  
𝑚̇ℎ𝑝,𝑎𝑖𝑟𝑐𝑝,𝑎𝑖𝑟

𝐶
(𝑇ℎ𝑝,𝑜𝑢𝑡  −  𝑇𝑧) 

 

𝑄𝑎𝑚𝑏𝑖𝑒𝑛𝑡 =  
𝑈𝐴

𝐶
(𝑇𝑎𝑚𝑏𝑖𝑒𝑛𝑡  −  𝑇𝑧) 

 

𝑄𝑖𝑛𝑓𝑖𝑙𝑡𝑟𝑎𝑡𝑖𝑜𝑛 =  
𝑚̇𝑖𝑛𝑓𝑐𝑝,𝑎𝑖𝑟

𝐶
(𝑇𝑖𝑛𝑓  −  𝑇𝑧) = 0  

𝑄𝑐𝑜𝑜𝑙𝑖𝑛𝑔 = ∫  [𝜌𝑎𝑖𝑟𝑉𝑧𝑜𝑛𝑒𝐶𝑝,𝑎𝑖𝑟(𝑇𝑧𝑜𝑛𝑒  −  𝑇𝑠𝑒𝑡𝑝𝑜𝑖𝑛𝑡) × 𝑂𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦]
𝑡𝑓

𝑡𝑖

𝑑𝑡 
(4.21) 

𝑄ℎ𝑒𝑎𝑡𝑖𝑛𝑔 =  ∫  [𝜌𝑎𝑖𝑟𝑉𝑧𝑜𝑛𝑒𝐶𝑝,𝑎𝑖𝑟(𝑇𝑠𝑒𝑡𝑝𝑜𝑖𝑛𝑡  −  𝑇𝑧𝑜𝑛𝑒) × 𝑂𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦]
𝑡𝑓

𝑡𝑖

𝑑𝑡 
(4.22) 

 

4.2.3.2 Solar PV Model 

This particular component provides the energy required to meet the electrical and thermal loads 

of the case study building. This is shown in the energy demand flow of the building 

demonstrated in Figure 4.10. It provides the required energy for operating the heat pumps 

during the winter heating and summer cooling, as well as during the P2HC operations in spring 

and autumn. In addition, it provides other base electricity requirements, including the water 

pumps integrated into the system. In TRNSYS, this component was modeled using the Type50 
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with a sized area of 4000 m2 to meet the required load. Detailed design parameters for this 

component is given in  

Table 4.1. In the case of low energy generation from the PV, which happens in the winter, 

energy is tapped from the grid to completely meet the required demand.  

4.2.3.3 Heat Pump Model 

To evaluate the performance of the proposed system configuration and its control strategy, 

different types of heat pumps were modeled. Their designs are such that they must provide the 

required heating and cooling energy to meet the building's thermal loads. In this study, a 

conventional single-stage air-source air-load (ASAL) heat pump was modeled using the 

Type954 from the TRNSYS component library. This heat pump uses air on both the condenser 

and the evaporator parts and uses a reversible valve to operate in either cooling or heating 

modes. Usually, the ambient air is supplied to the source side loop while the outlet and return 

air on the load side loop are supplied to and from the building, respectively. Similarly, the air-

source water-load (ASWL) heat pump was modeled using the single-stage Type941. This heat 

pump uses air on the source side to deliver energy to the liquid stream on the load side. 

Generally, the heat pumps use cooling and heating performance data obtained from the 

manufacturer, which are functions of the properties on the source side, such as the inlet air flow 

rates, inlet water flow rates, inlet air temperature, and the inlet water temperature and the 

properties on the load sides such as the inlet load temperatures and the inlet load flow rates. In 

this study, we utilized the cooling and heating performance data provided by the manufacturer. 

The specifications of the heat pump indicate capacities of 160 kW for both heating and cooling, 

with power consumption of 40 kW for cooling and 50 kW for heating. Moreover, the rated air 

flow rate is 10,000 L/s, and the liquid flow rate is 300,000 kg/h. These specifications were 

chosen to ensure sufficient heat supply to the building and effective charging of the thermal 

energy storage system. 

4.2.3.4 Underground Thermal Energy Storage (UTES) Model 

In this research, the detailed TRNSYS model for the shallow vertical UTES configuration 

developed and calibrated in section 4.2.3 was utilized with some adjustments made to the 

design parameters, such as the size. An 800 m3 corresponding to 964 U-tube boreholes was 

designed based on the heat pump capacity and the building load through simulations while the 

depth remained at 1.5 m. The same insulation of 0.2 m at the top and sides of the system was 
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made available to prevent heat losses. To further evaluate the performance of the system 

configuration on the heat pump, a deep UTES of the same 800 m3 in volume corresponding to 

10 U-tube boreholes and a depth of 150 m was simulated. In general, the parameter 

specifications for these systems are given in  

Table 4.1. The UTES system is charged using the heat pump during the seasons when heating 

and cooling are not required (spring and autumn). The system's control strategy is designed to 

avoid overcharging and to ensure that the storage volume is not supplied with temperature 

below zero, by allowing the cooling and heating charge time to be adjusted. Equation (4.23) 

can be used to determine the size of the system, while equation (4.24) can be used to define the 

fluid-to-ground heat transfer rate during charging and discharging, as well as its performance 

indicator defined later in the study.  

𝑉𝑜𝑙𝑢𝑚𝑒 =  𝑁 ∗ 𝐷𝑒𝑝𝑡ℎ ∗ 𝜋 ∗ (0.525 ∗ 𝑏𝑜𝑟𝑒ℎ𝑜𝑙𝑒 𝑠𝑝𝑎𝑐𝑖𝑛𝑔)2 (4.23) 

𝑄𝑐ℎ𝑎𝑟𝑔𝑒/𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = ∫  𝑚̇𝑤𝐶𝑝𝑤(𝑇𝑖𝑛 − 𝑇𝑜𝑢𝑡)
𝑡𝑓

𝑡𝑖

𝑑𝑡 
(4.24) 

4.2.3.5 Heat Exchanger Model  

In this study, it is noteworthy that the purpose of the UTES, except during the water-source air-

load (WSAL) heat pump operation is to precool or preheat the inlet air entering the heat pump. 

For this purpose, a 4kW heat exchanger with air and water flow rates of 10,000 l/s and 300,000 

kg/hr, respectively, was integrated into the system configuration to convert the thermal energy 

from the UTES to air, which is then supplied to the heat pump’s source side. During summer 

cooling time, a Type 699 heat exchanger was used, which had constant effectiveness and could 

automatically bypass the liquid fluid hot side when needed to maintain the cold side air 

temperature set at 13°C. During the heating season, a Type 652 heat exchanger was used with 

constant effectiveness, and the hot-side water fluid was bypassed when needed to maintain the 

cold-side outlet air fluid temperature set at 25°C. These control strategies aim to regulate the 

air temperature preheated or precooled before its supply to the heat pump. The heat exchanger 

effectiveness value was set to 0.85, with the constant heat capacities of the air and liquid set as 

1.02 kJ/kg·K and 4.19 kJ/kg·K, respectively. 
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4.3 Comparative Evaluation of Different Heat Pump Case Scenarios for Application 

4.3.1 Case Studies for System Evaluation  

To evaluate the proposed system configuration, along with its control techniques, different case 

studies were modeled, integrating the system components discussed in the last section with 

their corresponding baseline cases: 

• Case 1: In this case, an ASAL heat pump with P2HC methodology using the shallow 

UTES developed in section 4.2.2 was modeled as shown in Figure 4.12 b) and 

simulated. In this model, the UTES is used to preheat and precool the ambient (sink) 

air temperature to the heat pump during heating and cooling periods, respectively, 

while the heat pump charges it during non-heating and non-cooling periods on the 

successful introduction of a heat exchanger as shown in Figure 4.13. This implies that 

the heat pump functions as a dual source and single load where both air and thermal 

energy from the UTES are used on the source side with a successful introduction of 

the heat exchanger, and air is supplied from and returned to the load side from the 

building. A conventional ASAL heat pump without P2HC was modeled and simulated 

for evaluation as shown in Figure 4.12 a). 
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Figure 4.12: Study Case 1 for winter heating and summer cooling mode: a) Base Case with 

no P2HC operation and b) Test Case with P2HC operation  

 

Figure 4.13: Study Case 1 in P2HC operation mode during the non-heating and non-cooling 

(spring and autumn) periods  

• Case 2: In this case, an ASWL heat pump with P2HC methodology using the shallow 

UTES in section 4.2.2 was modeled as shown in Figure 4.14 b) and simulated. 

Similarly, the heat energy from  UTES is used to condition the air supplied to the 

heat pump from the source side through the introduction of the heat exchanger. This 

heat pump also functions as a dual-source, single-load, where both air and liquid are 

supplied to the source side during UTES charging (Figure 4.15) and building 

conditioning, and only liquid is supplied to the load side. In this case, a buffer tank is 

introduced between the heat pump and the load such that the heat pump maintains its 

average temperature during cooling and heating seasons to a desired degree celcius. 

For simulation convenience, the heating and cooling loads obtained from case 1 were 

imposed on the heat pump liquid flow stream using the Type682 component. In this 

regard, the zone temperature is not of the greatest interest but the met load. 

Additionally, a base case of no P2HC methodology was modeled and simulated for 

performance evaluation as shown in Figure 4.14 a). 
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Figure 4.14: Study Case 2 for winter heating and summer cooling mode: a) Base Case with 

no P2HC operation and b) Test Case with P2HC operation  

 

Figure 4.15: Study Case 2 in P2HC operation mode during the non-heating and non-cooling 

(spring and autumn) periods 

• Case 3: This case features an ASWL heat pump with P2HC methodology as shown in 

Figure 4.14 b). However, in this case, the sUTES developed in section 4.2.2 was 
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replaced with the deep UTES Similarly, a base case of no P2HC methodology with 

deep UTES too was modeled and simulated for performance evaluation. 

• Case 4: This case consists of a conceptualized dual-source dual-load heat pump with 

P2HC strategy that operates as an ASWL heat pump during spring P2C and autumn 

P2H operations, and as a WSAL heat pump during the winter and summer building 

space conditioning as shown in Figure 4.16. The heat pump is assumed to be capable 

of functioning effectively in both reversible order. The conventional case is the same 

as that of the case 1 for performance evaluation. 

 

Figure 4.16: Study Case 4: a) Base Case with no P2HC operation, b) Test Case with P2HC 

operation in winter heating and summer cooling mode, and c) in P2HC operation mode 

during the non-heating and non-cooling (spring and autumn) periods. 

 

4.3.2 System Performance Indicators 

The proposed system configuration and the study cases were modeled and simulated over a 

typical year, maintaining stability and optimum performance. To evaluate the performance of 

these cases, six key performance indicators were defined as shown below: 
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1. Self-consumption ratio (SCR): Over the simulated year, solar PV system generates 

electricity, with the majority of the surplus occurring during the spring and autumn seasons 

when less or no heating and cooling is required. Therefore, SCR is defined as the ratio of 

the total PV electricity in kWh used for heating, cooling, P2HC operation, and other base 

electricity demand, including the water pumps integrated in the system per annum, 

𝐸𝑃𝑉,𝑢𝑠𝑒𝑑 to the ratio of the net PV electricity that is generated by the PV system over the 

simulated year, 𝐸𝑃𝑉,𝑡𝑜𝑡𝑎𝑙. This is given mathematically as shown in equation (4.25). This 

performance indicator shows the percentage of the total generated PV electricity per 

annum that is consumed on-site without being sent to the grid. 

𝑆𝐶𝑅  =  
𝐸𝑃𝑉,𝑢𝑠𝑒𝑑

𝐸𝑃𝑉,𝑡𝑜𝑡𝑎𝑙
×  100 

(4.25) 

2. Surplus Energy utilization Ratio (SEUR): This is a performance indicator to show the 

percentage of the surplus PV electricity that is consumed during the novel P2HC 

operation. It is defined as the ratio of the net PV electricity that is utilized for P2HC 

operation per year, 𝐸𝑃𝑉,𝑃2𝐻𝐶 to the net surplus electricity generated by the PV system per 

same year, 𝐸𝑃𝑉,𝑠𝑢𝑟𝑝𝑙𝑢𝑠. Mathematically, this is given in equation (4.26). 

𝑆𝐸𝑈𝑅 =  
𝐸𝑃𝑉,𝑃2𝐻𝐶

𝐸𝑃𝑉,𝑠𝑢𝑟𝑝𝑙𝑢𝑠
×  100 

(4.26) 

𝑊ℎ𝑒𝑟𝑒 𝐸𝑃𝑉,𝑠𝑢𝑟𝑝𝑙𝑢𝑠  =  𝐸𝑃𝑉,𝑡𝑜𝑡𝑎𝑙  −  𝐸𝑃𝑉,𝑢𝑠𝑒𝑑  

3. P2HC Efficiency (𝜂𝑃2𝐻𝐶): This performance indicator examines the percentage of the  

PV power used for P2HC operation to the energy that is saved. It is defined as the ratio of 

the net energy saved by implementing P2HC per year, 𝐸𝑠𝑎𝑣𝑒𝑑 to the net energy used for 

P2HC operation per year, 𝐸𝑃2𝐻𝐶.    

𝜂𝑃2𝐻𝐶 =  
𝐸𝑠𝑎𝑣𝑒𝑑

∫ 𝐸𝑃2𝐻𝐶

𝑡𝑓

𝑡𝑖

𝑑𝑡
×  100 

(4.27) 

𝑊ℎ𝑒𝑟𝑒 𝐸𝑠𝑎𝑣𝑒𝑑  =  ∫ 𝐸𝑏𝑎𝑠𝑒

𝑡𝑓

𝑡𝑖

𝑑𝑡 −  ∫ 𝐸𝑡𝑒𝑠𝑡

𝑡𝑓

𝑡𝑖

𝑑𝑡 
(4.28) 
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Where 𝐸𝑏𝑎𝑠𝑒 is the net energy consumed during heating and cooling periods in winter 

and summer for the base case and 𝐸𝑡𝑒𝑠𝑡 is the net energy consumed during heating and 

cooling periods in winter and summer for the test case. 

4. Percentage Energy savings, 𝜷: This performance indicator explains the percentage of 

energy that is saved by implementing P2HC strategy in this study. It is defined 

mathematically as shown in equation (4.29). 

𝛽 =  
𝐸𝑠𝑎𝑣𝑒𝑑

∫ 𝐸𝑏𝑎𝑠𝑒
𝑡𝑓

𝑡𝑖
𝑑𝑡

×  100 
(4.29) 

5. Seasonal Coefficient of Performance (SCOP): This indicator shows the seasonal 

performance of the heat pump. It is defined the ratio of the net heat transfer to the load by 

the heat pump per season, 𝑄𝑠𝑒𝑎𝑠𝑜𝑛  to the net power consumed by the heat pump per 

season, 𝐸ℎ𝑝,𝑠𝑒𝑎𝑠𝑜𝑛. It should be noted that power consumed by the heat pump includes the 

power consumption of the fan, 𝐸𝑓𝑎𝑛 and the compressor, 𝐸𝑐𝑜𝑚.  

𝑆𝐶𝑂𝑃 =  
𝑄𝑠𝑒𝑎𝑠𝑜𝑛

𝐸ℎ𝑝,𝑠𝑒𝑎𝑠𝑜𝑛
×  100 

(4.30) 

6. UTES thermal Efficiency 𝜼𝑼𝑻𝑬𝑺: This is the thermall efficiency of the UTES over the 

operating period defined as the ratio of the net heat discharged (extracted) from the ground 

during heating and cooling, 𝑄𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 to the net heat injected into the ground during the 

P2HC operation 𝑄𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑. Mathematically, it is defined as given in equation (4.31). 

𝜂𝑈𝑇𝐸𝑆 : =  
∫ 𝑄𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑

𝑡𝑓

𝑡𝑖
𝑑𝑡

∫ 𝑄𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑
𝑡𝑓

𝑡𝑖
𝑑𝑡

×  100 
(4.31) 

 

Table 4.1: System component parameters 

Parameters Value Units 

Solar PV 

Module area 4,000 m2 

Collector efficiency factor 0.7 - 
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Fluid Thermal Capacitance 4.19 kJ/kg·K 

Collector plate absorptance 0.9 - 

Number of glass covers 1 - 

Collector plate emittance 0.9 - 

Loss coefficient for bottom and edge losses 20 kJ/hr·m2·K 

Collector slope 45 degrees 

Extinction coefficient thickness product 0.03 - 

Temperature coefficient of PV cell efficiency -0.0003 1/K 

Temperature for cell reference efficiency 20 C 

Packing factor 0.5 - 

Building Model/floor 

Building loss coefficient 6 kJ/hr·m2·K 

Building capacitance 783,125 kJ/K 

Specific heat of building air 1.007 kJ/kg·K 

Density of building air 1.2 kg/m3 

Building surface area 1312 m2 

Building volume 4500 m3 

Humidity ratio multiplier 10 - 

Initial temperature 20 C 

Initial humidity ratio 0.005 - 

Latent heat of vaporization 2260 kJ/kg 

Underground Thermal Energy Storage 

Storage Volume 800 m3 

Borehole Depth for shallow UTES 1.5 m 

Borehole Depth for deep UTES 150 m 

Header Depth 0.5 m 

Number of Boreholes (shallow) 1386 
  

Number of Boreholes (deep) 14 

Borehole Radius 0.102 m 

Storage Thermal Conductivity 15.975 kJ/hr·m·K 

Storage Heat Capacity 5950.01 kJ/m3/K 

Outer Radius of U-Tube Pipe 0.016 m 

Inner Radius of U-Tube Pipe 0.012 m 

Center-to-Center Half Distance 0.05 m 

Fill Thermal Conductivity 2.5 kJ/hr·m·K 

Pipe Thermal Conductivity 11.149 kJ/hr·m·K 

Reference Borehole Flowrate   kg/hr 

Fluid Specific Heat 4.19 kJ/kg·K 

Fluid Density 1000 kg/m3 
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Insulation Thickness 0.2 m 

Insulation Thermal Conductivity 0.2001 kJ/hr·m·K 

Initial Surface Temperature of Storage Volume 17 oC      

 

4.4 Parametric Analysis 

The parametric analysis in this study was done to identify how changes in the system 

parameters affect the overall system’s performance. First, the essential parameters of the 

system were identified by carrying out 44 completed simulations, focusing on the design 

parameters. Consequently, an automation approach was employed by writing code on Excel 

VBA and linking it to the TRNSYS model, where changes in the identified parameters were 

tested to evaluate their impacts on the system performance. 

4.5 Cost analysis of the system  

To perform the economic analysis of the selected Case study system, various costs associated 

with the system components are sourced from literature and modeled based on economic 

criteria such as the levelized cost of heat (LCoH) as described. It is important to note that this 

section does not deal with the detailed economic analysis of the system, which requires careful 

and extended data collection. Since the study aims to examine the effects of integrating the 

UTES system for conversion of PV power to heat for assistance in improving the performance 

of the heating and cooling of the building space, this economic study focuses on determining 

the LcOH and the payback period of its cost. Figure 4.17 shows the boundary conditions in 

calculating the LCoH, giving rise to equations (4.32) and (4.33); however, equation (4.33) is 

the interest in this work and hence was coded in MATLAB for calculating the LCoH of the 

UTES. This economy has been used extensively in estimating the cost of heat of thermal 

systems, especially in the commercial and residential applications of underground seasonal 

thermal energy storage criteria (Kim et al., 2019; Li et al., 2023; Welsch et al., 2018; and Yang 

et al., 2021). It represents the ratio of the present value of all costs associated with the UTES 

system to the present value of all heat outputs over the lifetime of the system. It provides a way 

to compare the cost of heat produced by the UTES system over time.  
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Figure 4.17: Cost Analysis using the levelized cost of heat (LCoH)  

 

𝐿𝐶𝑜𝐻 𝑜𝑓 𝑠𝑜𝑙𝑎𝑟 𝑃𝑉 𝑖𝑛𝑝𝑢𝑡 =  
𝐶𝑖,𝑝𝑣  + ∑

(𝑂𝑀)𝑝𝑣

(1 + 𝑟)𝑡
𝑁
𝑡=1

∑
𝐸𝑝𝑣,𝑃2𝐻𝐶 + 𝐸𝑝𝑣,𝐻𝑛𝐶 + 𝐸𝑝𝑣,𝑒𝑡𝑐

(1 + 𝑟)𝑡
𝑁
𝑡=1

 

(4.32) 

𝐿𝐶𝑜𝐻 𝑜𝑓 𝑈𝑇𝐸𝑆 𝑖𝑛𝑝𝑢𝑡 =  
𝐶𝑖,𝑢𝑡𝑒𝑠  +  ∑

(𝑂𝑀)𝑢𝑡𝑒𝑠

(1 + 𝑟)𝑡
𝑁
𝑡=1

∑
𝐸𝑢𝑡𝑒𝑠

(1 + 𝑟)𝑡
𝑁
𝑡=1

 

 

(4.33) 

Where t is the year number and other parameters defined as follows: 

Initial Capital Cost, 𝐶𝑖,𝑢𝑡𝑒𝑠: This can vary greatly depending on the size and complexity of the 

UTES system and local factors such as geology and site conditions. In this study, the initial 

investment cost for the 800 m3 was estimated based on the extrapolation of the cost of the 

shallow UTES installed at the test site as explained in section 0 and published paper for a study 

carried out in Korea by Kim et al., (2019). The cost was estimated to be USD 129.6/m3, 

amounting to a total investment cost of USD 103680.00.  

Annual operation and maintenance cost (𝑂𝑀)𝑢𝑡𝑒𝑠 : This includes routine maintenance, 

inspections, repairs, and any other ongoing expenses associated with operating the UTES 

system. Typically, this cost is a fraction of the initial capital cost and can range from 1% to 5% 

of the initial capital cost per year. In this study, 2% of the initial investment cost is used as the 

(𝑂𝑀)𝑢𝑡𝑒𝑠.  
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Discount Rate (𝑟): This represents the opportunity cost of capital or the rate of return that could 

be earned on alternative investments. In this study, a 5% discount rate used in Kim et al., (2019) 

was adopted. It should be noted that inflation rate is neglected as it has minimal effect in LCoH 

according to Welsch et al., (2018).  

Annual heat output, 𝐸𝑢𝑡𝑒𝑠: This depends on the heat demand of the building or process being 

served by the UTES system and the efficiency of the system itself. The annual heat extracted 

of 19064.48 kWh from the ground for heating and cooling purposes in Case 2 is used for this 

parameter as shown in Figure 4.17.  

Lifetime of the project (𝑁): This is the timeframe over which the costs and benefits of the UTES 

system are considered. It can vary depending on factors such as the expected lifespan of the 

system and the duration of financing arrangements. In this study, 25 years was chosen to 

correspond with the lifespan of the PV system before decommissioning. 
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CHAPTER 5: RESULTS AND DISCUSSION 

5.1 Introduction 

In this chapter, the findings of the present study are reported and discussed. The sole aim of 

this study is to model and simulate a dual-source heat pump that is assisted (powered) by the 

energy generated from solar PV systems while exploring the application of underground 

thermal energy storage (UTES), that seasonally stores the surplus electricity generated by the 

solar PV system through power-to-heat (P2H) and power-to-cool (P2C) operations in different 

seasons of the year. The system operates such that during the non-heating and cooling seasons, 

the electricity generated by the solar PV is injected into the ground through the heat pump in 

the form of heat, thereby charging the UTES system. In this operation, ambient conditions, 

specifically the ambient air, are supplied to the source side of the heat pump. During the heating 

and cooling seasons, the heat is extracted to heat or cool the building through the use of the 

heat pump. In this operation, the thermal energy extracted from the UTES is used to condition 

the air that is supplied to the heat pump through the successful application of a heat exchanger. 

This is the phenomenon that describes the dual-functionality of the heat pump. To accomplish 

this broad objective, some specific objectives were accomplished as described in the following 

sections. 

5.2 Development and evaluation of inverse models for the UTES 

5.2.1 Experimental study 

The improved vertical and horizontal shallow UTES was accomplished experimentally by 

installing both systems with insulation at the top and sides of the systems. The field experiment 

was conducted between March to July 2023. Both system configurations received water at 

35°C for an initial two-week period dedicated to heat storage. Subsequently, a one-week phase 

focused on heat release involved supplying water at 15°C to the systems. Over the following 

two weeks, the temperature was gradually raised to 45°C. This was followed by a seven-week 

period of natural heat dissipation, during which no additional heat was introduced to the 

ground, resulting in zero flow rates. Finally, two additional weeks were allocated for heat 

storage, with water supplied at 45°C. Water and ground temperatures were measured and 

recorded accordingly. It is important to emphasise that the sole purpose of this experiment is 
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to obtain the field experimental data for calibration of the developed inverse models. However, 

the results of the experimental outcome are shown in the following sections.  

5.2.1.1 GTES water outlet temperatures 

The water outlet temperature for both configurations behaved differently, as observed from 

Figure 5.1 a) although this is partly as a result of the variation in their flow rates. The horizontal 

configuration increased more rapidly at the start of each storage time and attained its peak at 

the 117, 102, and 78 hours in the first, second, and the third heat storage operation respectively. 

The higher the flow rates, the more rapid the outlet temperature attains stability. This can be 

observed from the fluid-to-ground (F2G) heat transfer from Figure 5.1 b). Similarly, the outlet 

temperature of the vertical configuration increased gradually in less rapid manner than its 

counterparts. This behavior is attributed to the dynamics in the flow rates which must have 

reduced the thermal mass of the system. The fluid-to-ground heat transfer rate decreases or 

increases sharply during the temperature rise or fall for both configurations and this is observed 

due to the instant increase or decrease of the flow rates during heat storage or release. At points 

of natural release, the flow rate is zero hence the F2G heat transfer rate tends to zero while the 

behavior of ground temperature was monitored. Moreover, since the temperature sensors were 

left at the supply and return lines of the UTES, temperature measurement were still taken as 

water left in the pipe loses its heat energy. The fluid remaining at the return line (Tout_v and 

Tout_h) loses heat faster than the fluid left in the supply pipe. This variation is as a result of 

the insulation variations at the locations.  

5.2.1.2 GTES Ground Temperatures 

Figure 5.2 shows the temperature of the ground for both vertical (a) and horizontal (b) systems 

during heat storage and heat release at the center of the storage volume, 𝑇𝑉_𝐶𝑖 and 𝑇𝐻_𝐶𝑖 

where 𝑖 is the sensor number moving downwards. Generally, during the heat storage phases, 

the ground temperature in both systems gradually increased, with the horizontal configuration 

reaching peak temperature faster than the vertical configuration. This suggests that the 

horizontal configuration can be more effective for charging under the investigated conditions. 

Although the depth and input parameters, such as the inlet temperatures, may be the same, the 

varying length of pipe in the two storage volumes may be attributed to these results. As the 

depth increases, the ground temperature decreases, resulting in earlier peak temperatures.   
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Figure 5.1: a) Water inlet and outlet temperature for both vertical and horizontal 

configuration, b) fluid-to-ground heat transfer rate 

 

This behavior is observed chronologically in the vertical GTES system. However, the pattern 

differs for the horizontal GTES system, where the ground temperature decreases in the order 

of 𝑇𝑉_𝐶302, 𝑇𝑉_𝐶304, 𝑇𝑉_𝐶305, 𝑇𝑉_𝐶303, 𝑇𝑉_𝐶301, and TV_C306 during the heat storage 

and TV_C301, TV_C302, TV_C304, TV_C303, TV_C305, and TV_C306 during heat 

dissipation. This result is as expected since the horizontal configuration has its pipes laid 

horizontally at the dept of 1.5m in a slinky pattern. Figure 5.3 presents a comparison of the 

average ground temperature, indicating that the horizontal GTES configuration outperforms 

the vertical configuration in terms of heat storage and release under slightly higher flow rates 

conditions. This is supported by the average charging and discharging rates of both systems, 
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as shown. The horizontal configuration charges and reaches peak temperature faster, while also 

discharging more slowly during heat release 

 

 

Figure 5.2: Measured ground temperatures: a) vertical and b) horizontal 
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Figure 5.3: Average temperature at the center of the storage volume for horizontal and 

vertical configuration 

5.2.1.3 External Ground Temperature 

Sensors 𝑇𝑉𝑜,𝑖, 𝑇𝐻𝑜,𝑖, and 𝑇𝐶𝑜,𝑖 were installed vertically downward on the outer surface of 

the insulations to measure heat losses from the storage volumes, where 𝑖 is the sensor number. 

Figure 5.4 illustrates the temperature variations observed. As the ground temperature inside the 

storage volumes increased during charging, both systems exhibited an increase in external 

temperature. Conversely, during discharging, the external temperature decreased in correlation 

with the decrease in the inside temperature of the storage volume. However, this temperature 

increment or decrement was more pronounced on the outer surface of the vertical GTES, 

specifically, at the topmost location, TV_o101. Similar observations were made at the center 

between the horizontal and vertical storage volumes but differs from the temperature variation 

immediately after the insulation installed for the horizontal GTES due to its piping 

configuration. Taking the average temperature variation by depth for the external temperature 

variations, the maximum temperature rises by 6, 4, and 5oC for the first, second, and third heat 

storage phases respectively (Figure 5.5) for the insulation side of the vertical configuration. It 

then decreased by maximum values of 0.5 and 2oC during the first and natural heat release 

phases respectively. It is worth noting that breakdown issues limited usable data to only four 

sensors for the horizontal system, as depicted in Figure 5.4 b). While heat loss from beneath 

the storage volume may contribute to this energy loss, it indicates the potential for employing 

more advanced insulating materials to mitigate significant heat losses. 



65 

 

 

 

 

Figure 5.4: Temperature variation outside the insulated storage volume: a) vertical b) 

horizontal c) between vertical and horizontal 
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Figure 5.5: Average external ground temperature 

5.2.2 Calibration of detailed TRNSYS model against the measured data 

Measured data from the experimental study was utilized for calibrating the TRNSYS model. 

Data obtained from the experimental study performed between December 15 and December 

31, 2021, was used for training. In this measured data, inlet fluid at a temperature 65 oC was 

supplied to the UTES for two weeks at varying flow rates. Similarly, the obtained data between 

April 2023 and March 2023 was used for model testing and evaluation. In the testing data, 

water at 35 oC was supplied to the ground for two weeks during heat storage, followed by one-

week heat release, where water inlet temperature was supplied at 15 oC. For another two weeks, 

heat was stored with an inlet water temperature supplied at 45 oC. The training and testing 

results are demonstrated in Figure 5.6 and Table 5.1 shows the optimized parameters during 

training along with their lower and upper bounds with the initial guesses. The density 

component of soil for the vertical configuration is represented with the volumetric heat capacity 

of soil measured in kJ/m3/K. Based on the opimising algorithm, the initial guesses continue to 

improve using iteration method until an optimal value is achieved. The developed model 

showed a good convergence with the measured data for the vertical and horizontal 

configuration. In the vertical configuration, the model converges gradually with the measured 

data during training as a result of the variation in the flow rates at the beginning of the 

experiment. Nonetheless, the training result indicated an RMSE of 0.87 oC with a 

corresponding CNRMSE of 1.38%. During the model performance evaluation (testing), the 

model exhibited an RMSE of 0.95 oC and a corresponding CVRMSE of 3.16%. In the 

horizontal configuration, a sharp peak was observed during the model testing before 
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convergence with the measured data. This is highly noticeable during the sharp bends in the 

flow lines where the flow is turbulent (fully developed). However, the RMSE of 0.49 oC 

corresponding to CVRMSE of 0.80% was calculated during the training process, and 0.99 oC 

corresponding to CVRMSE of 2.97% was obtained during the testing period. These results 

demonstrated that the detailed inverse grey-box (IGB) TRNSYS model for vertical and 

horizontal configurations developed in this study was successfully calibrated for application 

since a CVRMSE of below 20% is acceptable for application based on the ASHRAE standard 

according to Kim and Nam, (2020). 

 

Figure 5.6: Training and testing data result for detailed TRNSYS model calibration a) vertical 

training, b) vertical testing, c) horizontal training, and d) horizontal testing. 
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Table 5.1: Optimised parameters showing the given lower and upper bounds as well as the 

initial guesses 

 

 

5.2.3 Calibration of the IGB model against the measured data 

Solving equations (4.1) to (4.4), the following inverse models, as given in equations (5.1) and  

(5.2) were developed, which are capable of predicting the UTES output. The terms y and z were 

added to account for some unmodeled dynamics in the system. Derivation of these equations 

are explained explicity in the appendix section of Eze et al., (2024b), a published paper from 

this work. It is important to note that all the parameters are well defined in the symbols and 

abbreviation section of the preliminary page, with the detailed derivation of the model given in 

the appendix section. 
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𝐶𝑔

𝑑𝑇𝑜𝑢𝑡

𝑑𝑡
 =  (

1

𝑅𝑤𝑔 + 2𝑅𝑤𝑔
2 𝑚̇𝑤𝑐𝑝𝑤

 −  
0.5 −  𝑅𝑤𝑔𝑚̇𝑤𝑐𝑝𝑤

0.5𝑅𝑤𝑔 + 𝑅𝑤𝑔
2 𝑚̇𝑤𝑐𝑝𝑤

 

−  
0.5 −  𝑅𝑤𝑔𝑚̇𝑤𝑐𝑝𝑤

0.5𝑅𝑔𝑠 + 𝑅𝑔𝑠𝑅𝑤𝑔𝑚̇𝑤𝑐𝑝𝑤
) 𝑇𝑖𝑛

+  (
1

𝑅𝑤𝑔 + 2𝑅𝑤𝑔
2 𝑚̇𝑤𝑐𝑝𝑤

 − 
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𝑅𝑤𝑔
 − 

1

𝑅𝑔𝑠
) 𝑇𝑜𝑢𝑡  

+  (
1

0.5𝑅𝑔𝑠 + 𝑅𝑔𝑠𝑅𝑤𝑔𝑚̇𝑤𝑐𝑝𝑤
) 𝑇𝑠𝑜𝑖𝑙  

−  𝐶𝑔𝑟𝑜𝑢𝑡 (
0.5 −  𝑅𝑤𝑔𝑚̇𝑤𝑐𝑝𝑤

0.5 +  𝑅𝑤𝑔𝑚̇𝑤𝑐𝑝𝑤
)

𝑑𝑇𝑖𝑛

𝑑𝑡
  ±  𝑧 

 

 

 

 

 

(5.1) 

𝐶𝑠𝑜𝑖𝑙

𝑑𝑇𝑠𝑜𝑖𝑙

𝑑𝑡
 =  (

0.5 − 𝑅𝑤𝑔𝑚̇𝑤𝑐𝑝𝑤

𝑅𝑔𝑠
) 𝑇𝑖𝑛 + (

0.5 + 𝑅𝑤𝑔𝑚̇𝑤𝑐𝑝𝑤

𝑅𝑔𝑠
) 𝑇𝑜𝑢𝑡  

−  (
𝑅𝑎𝑠𝑅𝑠𝐺 + 𝑅𝑔𝑠𝑅𝑠𝐺 + 𝑅𝑔𝑠𝑅𝑎𝑠

𝑅𝑔𝑠𝑅𝑎𝑠𝑅𝑠𝐺
) 𝑇𝑠𝑜𝑖𝑙  +  (

1

𝑅𝑎𝑠
) 𝑇𝑎 +  (

1

𝑅𝑠𝐺
) 𝑇𝐺  ±  𝑦 

 

 

(5.2) 

The simplified inverse grey-box model, modeled in MATLAB as discussed in section 4.1.3, 

was calibrated against the measured data using the same training and testing data as in the 

previous section. The result obtained from the study is demonstrated in Figure 5.7, and the 

estimated parameters are shown in Table 5.2. In general, the IGB model exhibited a good 

convergence with the measured data during both training and evaluation periods of both 

configurations, but with some discrepancies. In the vertical configuration, little divergence was 

recorded during training, giving an RMSE of 0.45 oC that yielded a CVRMSE of 0.72%. In 

contrast, the horizontal configuration indicated higher divergence with the measured data 

during training, producing an RMSE of 0.67 oC, which corresponds to the CVRMSE of 1.09%.  

The results of the training and testing errors for both configurations are summarized in Figure 

5.9. For the vertical configuration, the CVRMSE increased from 0.72% during training to 

7.91% during testing. This result indicates a poor performance where the model was unable to 

learn completely from the training data. It may also be attributed to the nature of the testing 

data compared with the training data, which ideally should follow a similar trend and be 

simulated under the same pulse. For the horizontal configuration, the CVRMSE increased from 
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1.1% during training to 3.17% during testing indicating a better performance than the vertical 

configuration. 

 

Figure 5.7: Training and testing data result for IGB model calibration a) vertical training, b) 

vertical testing, c) horizontal training, and d) horizontal testing. 

 

5.2.4 Calibration of the IGB model with generated data from the detailed TRNSYS 

model 

After the training and performance evaluation of the detailed TRNSYS model with measured 

data, the trained results were used to train the IGB model, while its testing result was utilized 

for its performance evaluation. As expected, the IGB model showcased similar results to the 

previous models, as shown in Figure 5.8. In general, the results indicated a CVRSME of 1.4% 

and 5.42 during training and testing, respectively, for the vertical configuration and a CVRMSE 

of 0.86% and 4.42% during training and testing, respectively, for the horizontal configuration.  
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Table 5.2: Optimised parameters showing the given lower and upper bounds as well as the 

initial guesses 
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Figure 5.8: Training and testing data result for IGB model calibration with TRNSYS model 

a) vertical training, b) vertical testing, c) horizontal training, and d) horizontal testing 

 

5.2.5 Performance comparison of all model training and testing 

In this study, a detailed TRNSYS model of shallow UTES and an inverse grey-box model were 

developed. The detailed TRNSYS model was trained and tested with measured data from the 

conducted experiment. Similarly, the IGB model was trained and tested with the same 

measured data. In addition, the training and testing results from the detailed TRNSYS model 

calibrated with measured data were used to train and test the IGB model for performance 

evaluation. This section provides a comparison of these three calibration processes. 

The CVRMSE of the three calibration processes is shown in Figure 5.9 for the vertical and 

horizontal configuration. In the vertical configuration, during the training process, the IGB 

model trained with experimental data outperformed the other, having a CVRMSE of 0.72%. 

seconded by the detailed TRNSYS model trained with the experimental data, which yielded a 

CVRMSE of 1.38%, and then the IGB model trained with the calibrated TRNSYS results, 

which yielded a CVMSE of 1.40%. These performances indicate that the inverse model learned 

from the experimental data at a rate faster than the rest. However, the reverse of this 
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performance is the case during testing, where its performance was lower than the rest, with the 

TRNYS model calibrated with the measured data outperforming its counterparts.  

The evaluation of the horizontal configuration exhibited similar dynamics. However, in this 

case, with CVRMSE of 0.80% during training, followed by the inverse model trained with the 

results from the calibrated detailed TRNSYS model with CVRMSE of 0.86%, then the inverse 

model trained with the experimental data, with CVRMSE of 1.10%. During testing, the 

TRNSYS model calibrated with the experimental data yielded the best result with CVRMSE 

of 2.97%, followed by the inverse model trained with the experimental data, with CVRMSE of 

3.17%, then the inverse model trained with the results from the calibrated detailed TRNSYS 

model with CVRMSE of 4.42%. Overall, these results suggest that while the detailed TRNSYS 

model performs well during training, the inverse model trained with experimental data 

performs better during testing, indicating the importance of using experimental data directly 

for model calibration and validation. 

5.2.6 Performance analysis on the training and testing intervals  

One of the limitations of the inverse black-box models such as the ANN is that its performance 

is limited due to the large range of data required for their training. In this section of the study, 

the impacts of training and testing intervals are tested to observe the performance of the model. 

To accomplish this, the calibrated TRNSYS model was used to generate data at given intervals 

and pulse. While about 12 weeks of data were generated for model training during a given 

period of the year, unseen data under the same pulse but at different times of the year was 

generated for testing purposes. Overall, 24 weeks of data were generated between January 1 

and June 18 and were split into 12 weeks each for the training duration test (January 1 – March 

25, 2023) and testing duration test (March 26 – June 18, 2023), as shown in Figure 5.10. The 

12-week training data comprises three heat storage operations, each lasting for two weeks and 

followed immediately by two weeks of heat release. During the heat storage, inlet temperatures 

of 35 oC, 45 oC, and 55 oC were used for the first, second, and third heat storage operations, 

respectively as shown in Figure 5.10 a), while a constant temperature of 15 oC was supplied to 

the UTES during each heat release operation. The 12-week training data was divided into four 

training datasets (Training 1, 2, 3, and 4) as shown in Figure 5.10 a) for training during which 

the 12-week data for testing as shown in Figure 5.10 b) was fixed. Similarly, the 12-week 

testing data contains three heat storage operations, each lasting for two weeks and followed 
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immediately by two weeks of heat release. During the heat storage, inlet temperatures of 40 

oC, 50 oC, and 60 oC were used for the first, second, and third heat storage operations, 

respectively as shown in Figure 5.10 b), while a constant temperature of 15 oC was supplied to 

the UTES during each heat release operation. The 12-week testing data was divided into four 

testing datasets (Testing 1, 2, 3, and 4) as shown in Figure 5.10 b) for testing during which the 

model was trained with the total of 12-week training data (fixed trained dataset) as shown in 

Figure 5.10 a). In general, the flow rates of 420 kg/h and 200 kg/h were used during the heat 

storage and heat release, respectively.  

 

 

a) 

 

          b) 

Figure 5.9: Comparison of the CVRMSE for training and testing results a) vertical and b) 

horizontal.  
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Figure 5.10: Generated data training and testing effects a) training data b) testing data.  

 

5.2.6.1 Impacts of Training Duration 

As shown in Figure 5.11, during the training duration test, the error increases linearly with the 

as the duration increases. For a clearer visualization, the CVRMSE for each training duration 

test was plotted as shown in Figure 5.12. Training the model with the 4 weeks, 6 weeks, 8 

weeks, and 12 weeks datasets and testing with the 12-week fixed testing dataset yielded a 

CVRMSE of 7.0%, 5.5%, 4.8%, and 4.0%, respectively. As the training duration increases, the 

training error increases, whereas, for testing, the error decreases. It can be noticed in Figure 

5.12 that the training and testing errors recorded approach convergence, meaning that if this 

training period is extended to some point, convergence might be attained. This will be explored 

further during the long-term performance test. 
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Figure 5.11: Impact of training duration on the performance of the IGB model. 

 

Figure 5.12: CVRMSE variation during the training duration test.  
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5.2.6.2 Impacts of Testing Duration 

The testing duration test results are shown in Figure 5.13 and Figure 5.14. Similarly, the tests 

1 to 4 performed yielded a CVRMSE of 3.1%, 3.0%, 4.4%, and 4.0%, respectively. In 

comparison with the training error of 3.4% which remained constant since the training duration 

was fixed throughout the testing periods that were changing. The result shows that the model 

is also sensitive to testing duration and implies that the model performs better when the training 

duration is large enough and possibly higher than the testing data. However, this is not a 

recommended approach since using a large range of data for short-term performance prediction 

results in an imbalance between the computational resources and performance prediction.  

 

Figure 5.13: Impact of testing duration on the performance of the IGB model. 
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Figure 5.14: Figure 5.12: CVRMSE variation during the testing duration test. 

5.2.7 Long-term Performance Evaluation of the IGB Model 

To evaluate the model's performance over a long period, the 12-week training data was used to 

train the model, and performance evaluation was done for 10 years using TRNSYS-generated 

data over an hourly timestep. The data comprises 24 weeks with variations in the inlet 

temperature chosen to simulate more dynamic or unsteady state in the system behaviour which 

the test model must mimic for validation. In the first 12 weeks, inlet temperatures of 40, 50, 

and 60 oC were used for the first, second, and third heat storage, respectively, which were each 

performed over two weeks, followed each by a two-week heat release where 15 oC temperature 

was supplied to the model. The last 12 weeks comprise inlet temperatures of 35, 45, and 55 oC, 

each with corresponding two weeks heat release with inlet temperature of 15 oC. To maintain 

consistency, flow rates of 420 kg/h and 200 kg/h was used during each heat storage and heat 

release, respectively. On the completion of the simulation over the 24 weeks, the cycle repeats 

until 10 years are completed over an hour timestep. 

In Figure 5.15 the result of this long-term performance evaluation was shown. The evaluation 

indicated a good agreement with the long-term test, producing a CVMSE of 5.2%, which is 

within the acceptable accuracy. Additionally, the 24-week training data was generated from 

the calibrated TRNSYS model. This data was split into 4, 8, 12, 16, 20, and 24 weeks for 

training while testing with the 10 years generated data. The essence of this performance 

evaluation is to identify the maximum training duration that would yield the optimum 
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performance over the long term, and the result is shown in Figure 5.16. As expected, during 

the training, the error increases with increased training duration. However, during testing over 

the 10 years, the error decreased as the training duration increased, indicating an improved 

performance, although, even with the reduced training duration, the error remained within 

acceptable accuracy. An important observation on the error convergence was made after 20 

weeks of training and testing over a long period. This indicated a point of convergence where 

further increment in the training duration does not improve the system performance 

significantly, as shown in Figure 5.16. This observation breaks the limitation that other 

machine learning models have in requiring a large range of training data for making an accurate 

performance prediction over a long period of time, thereby balancing computational resources 

and performance requirements. Although the long-term predictive performance obtained in this 

study is within the acceptable accuracy, updating the model’s learning outcomes with recent 

data at appropriate intervals may also be applicable, which could address cases where long-

term prediction performance accuracy is low. 

 

Figure 5.15: Long-term Performance evaluation of the IGB model a) 10 years comparison b) 

5 years zoomed result.  
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Figure 5.16: Effects of training duration on long-term performance. 

5.2.8 Comparison with Other Models in Literature 

The developed IGB model was compared with other models in previous studies, as 

demonstrated in Table 5.3 (Başer and McCartney, 2020; Lamarche, 2019; Maestre et al., 2015, 

2013; Najib et al., 2019; Nam et al., 2008; Naranjo-Mendoza et al., 2018). It was observed that 

several factors for validating the models are missing in previous works. For instance, most of 

the previous studies utilized data from white-box models such as the FEFLOW, ANSYS, 

COMSOL, etc., for validation of the models instead of the data from the actual field 

experiment. Similarly, an insulation around the system’s storage volume was missing, which 

implies a significant amount of heat loss from the systems. The limitation of using a large range 

of data for long-term model performance prediction has been a limitation in the wide 

application of AI models such as the ANN. However, in previous works sensitivity analysis of 

the training duration for making long-term performance prediction was lacking. These issues 

were solved in the present, where an experiment on the actual shallow UTES systems was 

conducted, and the data was data used to train and validate the developed models. Additionally, 

in developing the IGB models, an insulation on the top and side of the storage volume was 

considered which has not been done so far in previous studies. Finally based on the sensitivity 

anlysis that was carried out in the present work, a convergence point of 20 weeks was obtained 

for making acceptable prediction over a long period of time. 
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Table 5.3: Recap of selected models in previous studies for comparison 

 

 

5.3 System Modeling and Simulation Results 

In this study, the P2HC concept described in Figure 4.9 was applied and a novel system 

configuration demonstrated in Figure 4.10 b) was modeled and simulated. The successful 

application of excess solar power generated by the installed solar PV for the inter-seasonal 

operation of a dual-source heat pump was targeted. This novel configuration and its control 

strategy were evaluated using different case studies as described in section 4.2.3, and the case 

study building is a typical public school building described in section 4.2.3.1.  

The power profile of the case study building in kW measured over a one-year period is shown 

in Figure 5.17. During the winter season, the load demand is very high due to the high heating 

demand, and the PV power tends to be low as a result of the low availability of solar energy. 

During this season, the grid is utilized to meet the remaining energy requirement of the 

building. Similarly, in the summer season, the energy demand is high due to the high cooling 
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demand. However, the PV power tends to be sufficient for meeting the load demand due to the 

adequate availability of solar energy. In spring and autumn, the opposite is the case. During 

these seasons, little or no heating and cooling load is required, and sufficient solar energy exists. 

This led to the existence of surplus power generated from the PV system, as demonstrated in 

Figure 5.17. Therefore, a P2HC strategy is required for the utilization of this excess electricity. 

In general, the energy flow in the building is demonstrated in Figure 5.18. The total PV power 

generated per year is utilized for the operation of the heat pumps for heating and cooling 

purposes as well as performing the P2HC operation. Additionally, other basic electricity 

demands are also met by solar PV power, as depicted. In the following sections, the 

performance of each study case is evaluated and described. 

 

 

Figure 5.17: PV power generation versus building power profile over a year period. 
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Figure 5.18: Demonstration of energy flow for the building energy requirement. 

  

5.3.1 Performance Evaluation of Case 1 

5.3.1.1 Performance evaluation of shallow UTES for Case 1 

This work utilized a simple control method to develop a dual heat pump where air and water 

are utilized on the heat pump source side. It is developed in such a way that the heat pump is 

used for the provision of heating and cooling requirements of the intended building as well as 

for charging and discharging the installed UTES system. In general, the heat pump is operated 

with the excess electricity generated by solar PV hence the term solar-assisted heat pump 

(SAHP). In Figure 5.19, the temperature variations of the installed UTES for study case 1 are 

shown. During the heating and cooling seasons in winter and summer, the stored heat in the 

UTES is extracted and utilized for space conditioning. As can be observed in Figure 5.19 a), 

the difference between the inlet and outlet temperature is small due to high flow rates. During 

the spring season, the excess electricity was used to operate the heat pump, which in turn 

produces thermal energy at a low temperature of about 2℃ through the water-load side. The 

low temperature working fluid (water) was injected into the ground, thereby charging the 

ground to a lowered temperature. In the autumn season, the heat pump injects water at a 

temperature of about 50℃ into the ground, raising the ground temperature. Consequently, the 

ground temperature is raised from lowered to about 5℃ from about 17℃ in the spring season 

and was raised to a temperature of about 34℃ from approximately 17℃ during the autumn 
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season, as shown in Figure 5.19 b). In Figure 5.19 b), the average temperature variation of the 

ground storage volume is shown. Additionally, the average temperature at the center and edge 

of the storage volume was demonstrated. It shows that the average temperature of the entire 

storage volume was charged to a temperature of about 7℃ during the spring and 25℃ during 

the autumn P2H operation. The average temperature at the center and edge of the storage 

volume demonstrated the same pattern with little deviation, as depicted in Figure 5.19 b). In 

this case study scenario, the UTES thermal efficiency, ηUTES  of 24% was obtained using 

equation (4.31).  

 

Figure 5.19: Temperature variation sUTES for CASE 1 a) Inlet and outlet temperatures b) 

Ground temperatures.  
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5.3.1.2 Evaluation of Heat Pump Performance for Case 1  

The research utilized the air-source HP dual functions, which are the air-load function for 

heating and cooling and the water-load function for charging the shallow UTES with excess 

energy from the PV subsystem. In the normal operation of an ASAL heat pump, the ambient 

air conditions are supplied to the heat pump source side. This limits the performance of the 

heat pump, especially in severe climate conditions such as in Korea. When the heat pump 

operates in its default condition, air as low as -15℃ is supplied to the heat pump during the 

winter season, as shown in Figure 5.20 a). Similarly, air temperature of up to 35℃ is supplied 

to the heat pump source side during summer cooling. However, in the test case, the temperature 

of the air supplied to the heat pump was raised from -15℃ to about 17℃ in winter and lowered 

from 35℃ to about 13℃ during summer, thanks to the configuration and its control technique 

to successfully implement the P2HC strategy. In Figure 5.21, one week simulation each during 

preheating and precooling is shown for a clearer visualization. As a result of this enhancement, 

the outlet temperature of the heat pump which is supplied to the building was improved in the 

test case, particularly during the winter season as shown in Figure 5.20 b).  

5.3.1.2.1 Building Zone Temperature Variation 

As a result of the zone temperature control, the zome was maintained at a temperature between 

18℃ and 22℃ during the heating and cooling seasons, as shown in Figure 5.22. In comparison 

with the ambient temperature, the conventional case and test case maintained the zone 

temperature as required, raising and lowering the temperature of the zone during winter heating 

and summer cooling periods, respectively. This zone temperature is returned to the heat pump 

load side return temperature to complete the load side loop.  

5.3.1.2.2 Monthly Electricity Consumption of Heat Pump for Case 1 

The improvement in the heat pump performance due to the P2HC strategy employed in the 

study is partly as a result of the electricity consumption which was improved significantly over 

the months of the year as demonstrated in Figure 5.23. Throughout the months of winter 

(November to March), the monthly energy consumption of the heat pump was higher in the 

conventional case than in the test case. This is similar in the months of summer (June to 

August). Additionally, significant surplus electricity was utilized during P2C operation in the 

months of spring (April and May) and in the months of autumn (September and October). This 
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result demonstrates the successful implementation of the P2HC strategy for inter-seasonal 

consumption of solar energy in the case study building. 

 

Figure 5.20: Heat pump temperature comparison of conventional and test cases for Case 1 a) 

inlet temperatures for case 1 b) outlet temperatures.  

 

5.3.1.2.3 Seasonal Coefficient of Performance (SCOP) of Case 1 

The configuration in the study, along with its control strategy, contributed to a significant 

improvement in the heat pump performance apart from utilizing the surplus electricity 

generated from the solar PV system. The seasonal coefficient of performance (SCOP) was 

improved from 5.0 in the conventional case to 6.5 in the test case during the winter heating 

season, increasing the SCOP by 23%. These results are demonstrated in Figure 5.24. Similarly, 

during the summer cooling, the SCOP of 4.2 was obtained from the test case, contrary to the 
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conventional case, where an SCOP of 3.8 was obtained, indicating an increase in the SCOP by 

10%. 

 

Figure 5.21: one-week view of inlet air temperature to the source side of heat pump for 

conventional and test cases a) preheating operation in space heating mode and b) precooling 

operation in space cooling model. 

 

5.3.1.2.4 P2HC Efficiency, Percentage of Energy Savings, SCR, and SEUR for Case 1 

Equations (4.27) and (4.29) were used to obtain the P2HC efficiency and the percentage energy 

saving of 16.3% and 18%, respectively, for the test case scenario. Additionally, the SCR of 

73% was obtained for the test case using equation (4.25), in contrast to 64% obtained in the 

conventional case. Furthermore, a SEUR of 31% was obtained for the test case using equations  

(4.26). This result indicates that about 73% of the power generated by the solar PV system per 

annually was consumed on-site while 31% of the excess electricity generated per year was 

successfully converted to heat (P2HC operation) during spring and autumn seasons and 
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extracted for heating and cooling operation during winter and summer seasons. In general, the 

summary result for the Case 1 is shown in Table 5.4 

 

Figure 5.22: a) Building zone temperature variation with the ambient air for Case 1  

 

 

 

Figure 5.23: Monthly electricity consumption for Case 1  
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Figure 5.24: SCOP comparison for Case 2  

5.3.2 Performance Evaluation of Case 2 

In this case study, an ASWL heat pump with P2HC methodology using the shallow UTES 

developed and calibrated in section 5.2.2 was modeled as shown in Figure 4.14 b) and 

simulated. This model uses air on the source side for water on the load side. It maintains dual 

functionality by utilizing the thermal energy stored in the UTES during spring to precool the 

source air during summer cooling and utilizes this stored energy in autumn for preheating the 

source air during winter heating. In other words, during the spring and autumn seasons, the air 

is used on the source side, while during the winter and summer seasons, the thermal energy is 

effectively used in heating and cooling operations. As mentioned, a conventional (baseline) 

system without P2HC operation in spring and autumn was modeled for system performance 

evaluation. 

5.3.2.1 Performance evaluation of shallow UTES for Case 2 

5.3.2.1.1 Inlet and outlet temperature variation of the UTES for study case 2 

In this case, the inlet and outlet temperature variation of the UTES system over the simulation 

year is shown in Figure 5.25. This figure demonstrates that as P1 is turned on, the flow between 

the UTES and the installed heat exchanger becomes activated. This flow loop is maintained 

and due to the high flow rates based on the rated flow of the heat pump, the temperature 

difference between the inlet and outlet temperatures are low.
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Table 5.4: Summary Result Table for Case 1 
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The outlet fluid from the UTES transfers its energy to the ambient air during winter between 0 

and 2160 hours and from 7296 to 8760 hours and similarly in summer, particularly between 

3624 and 5832 hours. This analysis delves into the operational dynamics of an air-source water-

load (ASWL) heat pump in conjunction with a photovoltaic (PV) system, focusing on its impact 

on charging the sUTES system. The spring phase of charging (P2C) commenced on April 26, 

at the 2776th hour of the year, concluding on May 31. Similarly, the autumn phase (P2H) began 

on September 28, at the 6481st hour, and ended on October 31. These periods were chosen to 

provide adequate heat for warming or cooling the ground to desired temperatures, aiming to 

prevent supplying the ground with fluid at freezing temperatures, particularly in the absence of 

sufficient control methods. The heat transfer fluid entering the sUTES is charged during P2C 

operation mode. Conversely, in the autumn P2H operation mode, the heat pump provides the 

sUTES with a temperature of approximately 50°C to efficiently charge the storage volume. 

The temperature contrast between the inlet and outlet of the UTES demonstrates a substantial 

heat transfer from the fluid to the ground. 

 

Figure 5.25: Inlet and outlet temperature variation of the UTES for study case 2  

5.3.2.1.2 Temperature variation of the ground for Case 2 

The mean temperature of the sUTES, referred to as Tutes_ave, is visually depicted in Figure 

5.26. During the spring P2C operation, it shows a charging temperature of approximately 7℃, 

rising from around 16℃, and during the autumn P2H operation, it increases to about 34℃ from 

the same starting temperature of 16℃. This temperature trend is mirrored in both the center 

(Tutes_center) and edge (Tutes_edge) temperatures of the UTES, with spring charging 
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temperatures at around 6°C from the initial 16℃ and autumn temperatures reaching nearly 

35℃ from the same starting point. Notably, during winter and summer, there's a noticeable 

heat exchange between the fluid in the sUTES and the surrounding air within the heat 

exchanger. This preheated or precooled air is directed to the heat pump's source side. Similar 

heat exchange processes occur in spring, with heat transferring from the ground to the working 

fluid, and in autumn, where the opposite happens. The sUTES thermal efficiency was 

quantitatively assessed using equation (4.31), resulting in an efficiency rate of 34%. 

5.3.2.2 Evaluation of Heat Pump Performance for Case 2 

This research utilized the dual functions of a heat pump: combining air and water from the 

sUTES for winter heating and summer cooling while relying solely on air during the spring 

P2C and autumn P2H operations. Just as in the previous case, the water load serves multiple 

purposes, providing heating and cooling during winter and summer, respectively, and fulfilling 

the charging needs of the shallow UTES with surplus energy from the PV system in spring and 

autumn. Traditionally, ambient air temperature serves as the default source temperature for 

heat pump operations. Figure 5.27 presents a comparative examination of air inlet temperatures 

for both conventional and test configurations. Test Case 1 involves precooling and preheating 

the heat pump's source side through the shallow UTES. In conventional operation, during harsh 

winter conditions, the heat pump encounters air as cold as -15℃ for heating, while in summer, 

it faces temperatures up to 35 ℃  for cooling. However, the test case reveals significant 

alterations in these temperature ranges due to the integration of air preheating and precooling 

through sUTES P2HC operation during respective heating and cooling periods. Specifically, 

for heating, the source side's inlet temperature increased from -15℃ to nearly 20℃ at certain 

points, while for cooling, it decreased from 35℃  to approximately 13℃ . This is clearly 

illustrated in Figure 5.28, which shows a one-week period of air temperature preheating and 

precooling.  

5.3.2.2.1 Monthly Electricity Consumption of Heat Pump 

Consequently, to the improvement of the heat pump performance, as described in the last 

section, a notable enhancement in the heat pump's power consumption was observed, as 

depicted in Figure 5.29. Power consumption was higher during the conventional case's heating 

period (November to March) and cooling period (June to August). Additionally, power 
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consumption during the spring P2C operation (April and May) and autumn P2H operation 

(September and October) was also detailed. 

 

Figure 5.26: Temperature variation of the ground  

 

Figure 5.27: Source side inlet temperature to the heat pump for study Case 2 

5.3.2.2.2 Seasonal Coefficient of Performance (SCOP) of Case 2 

During summer, there was a notable enhancement in the SCOP, with the test case achieving an 

average COP of 6.1, compared to the conventional case's SCOP of 4.6, as illustrated in Figure 

5.30. Similarly, in winter, the test case achieved a SCOP of 4.0 compared to the conventional 

case's 3.5. Overall, there was a 10% and 26% increase in SCOP for winter heating and summer 

cooling, respectively, in the test case compared to the conventional case. 
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a) 

 

b) 

Figure 5.28: one-week view of inlet air temperature to the source side of heat pump for 

conventional and test cases a) preheating operation in space heating mode and b) precooling 

operation in space cooling model  
 

 

Figure 5.29: Monthly electricity consumption of heat pump for Case 2  
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Detailed values of essential parameters (defined in the abbreviation section) for both 

conventional and test cases are provided in Table 5.5, including the thermal and electricity 

loads shown in Figure 5.18. Minor deviations may be attributed to losses in the flow lines. It's 

worth noting that surplus PV electricity wasn't available during winter for both cases, indicating 

that all PV power generated during winter was used on-site, with any additional power drawn 

from the national grid. Conversely, surplus electricity was generated by solar PV systems 

during spring, summer, and autumn, necessitating P2HC operation. 

5.3.2.2.3 P2HC Efficiency, Percentage Energy savings, SCR, and SEUR for Case 2 

These enhancements have played a crucial role in regulating the air source temperature 

supplied to the heat pump, subsequently boosting its operational efficiency. This improvement 

is quantitatively demonstrated by analyzing the electrical efficiency and energy savings of the 

integrated power-to-heat system. Through equations (4.27) and (4.29), the study determined 

that for Case 1, the P2HC efficiency and energy savings were approximately 26% and 16%, 

respectively. Additionally, the SCR of 71% was obtained from the test case using equation 

(4.25) in contrast to the 65% obtained from the conventional case. Furthermore, a SEUR of 

21% was obtained using equations (4.26). This result indicates that about 71% of the power 

generated by the solar PV system per annually was consumed on-site while 21% of the excess 

electricity generated per year was successfully converted to heat (P2HC operation) during 

spring and autumn seasons and extracted for heating and cooling operation during winter and 

summer seasons. In overall, the summary result table for case 2 is shown in Table 5.5. 

 

Figure 5.30: SCOP comparison for Case 2  
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5.3.3 Performance Evaluation of Case 3 

In this study case, an ASWL heat pump with P2HC methodology, as shown in Figure 4.14 b) 

was modeled and simulated. However, in this case, the sUTES was replaced with the deep 

UTES 150 m as described in section 4.3.1. Similarly, a base case of no P2HC methodology 

with deep UTES was also modeled and simulated for performance evaluation. 

5.3.3.1 Evaluation of 150 m depth UTES in Case 3 

5.3.3.1.1 Inlet and outlet temperature variation of the UTES for study case 3 

In this case scenario, a 150-meter-deep UTES, paired with the same air source water loop 

(ASWL) heat pump, was considered. This setup was intended for P2HC utilization during the 

months when little or no heating or cooling is required, as well as for heating and cooling 

purposes during relevant seasons. Overall, the analysis of scenario 2 demonstrated performance 

analogous to Case 2, effectively managing UTES charging and discharging while fulfilling the 

building's heating and cooling needs. Additionally, the outlet temperature of the HP injected 

into the ground was constrained to 2℃ during P2C operation in spring and to 50℃ during 

P2H operation in autumn, as depicted in Figure 5.31. Due to the preheating and precooling of 

source air into the heat pump, the outlet water temperature during winter decreased to about 

10℃ from 17℃ and increased to approximately 16℃ in summer from approximately 9℃. 

 

Figure 5.31: Inlet and outlet temperature variation of the UTES for study case 3  
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Table 5.5: Summary Result Table for Case 2 
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5.3.3.1.2 Temperature variation of the ground for Case 3 

Similar to the prior scenario, this one also illustrates the ground temperature fluctuations, as 

displayed in Figure 5.32. Here, the average ground temperature decreased to 10 ℃  from 

approximately 17 ℃  during spring P2C operation and rose to 28 ℃  during autumn P2H 

operation. Likewise, the temperature at both the edge and center of the 150-meter deep UTES 

declined to 6℃ during spring P2C operation and ascended to 36℃ during P2H operation. 

These enhancements, resulting from P2HC operations, led to a notable improvement 

comparable to scenario 1, achieving a 28% UTES thermal efficiency, quantitatively assessed 

using Equation (4.31). 

 

Figure 5.32: Temperature variation of the ground  

3.3.3.2 Evaluation of Heat Pump Performance for Case 3 

The combination of ASWL and the 150 m deep UTES demonstrated similar heat pump (HP) 

performance. In the conventional setup, the inlet temperature ranged from approximately -15℃ 

in winter to about 35℃ in summer. However, in the test case, winter air temperature was raised 

from around -15℃ to nearly 16℃, while summer temperatures dropped from about 35℃ to a 

range of 13 to 19℃, as illustrated in Figure 5.33. Despite these improvements leading to better 

heat pump performance, the achieved efficiency still fell notably short compared to Case 2.  

However, these enhancements did result in better monthly power consumption when compared 

to the conventional setup, as depicted in Figure 5.34, resulting in an increased Seasonal 

Coefficient of Performance (SCOP) of 3.9 during winter, compared to the conventional SCOP 
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of 3.5, as shown in Figure 5.35. Similarly, during summer cooling, the SCOP increased to 6.0, 

contrasting with the conventional SCOP of 4.6. Overall, this refined method yielded an 8% 

improvement in SCOP during winter and a 24% enhancement during summer cooling 

compared to the conventional approach.  

 

Figure 5.33: Source side inlet temperature to the heat pump for study Case 3  

It's important to highlight that while the same air is supplied to the heat pump in both case 1 

and case 2 during the spring and autumn seasons, the load supply differs due to varying UTES 

configurations. Since the efficiency of this type of heat pump relies on factors like the inlet 

liquid temperature on the load side and flow rates, different SCOP values are possible. This 

discrepancy in SCOP for spring and autumn between both case 2 and case 3 can be attributed 

to this reason.  

3.3.3.2.1 P2HC Efficiency, Percentage Energy savings, SCR, and SEUR for Case 3 

These enhancements have played a crucial role in regulating the air source temperature 

supplied to the heat pump, subsequently boosting its operational efficiency. This improvement 

is quantitatively demonstrated by analyzing the electrical efficiency and energy savings of the 

integrated power-to-heat system. Further examination of case 3 revealed a 22% P2HC 

efficiency and 13% energy savings. This performance indicated a 4% decrease in P2HC 

efficiency and a 3% reduction in energy savings compared to case 2, as depicted in Figure 5.36, 

suggesting superior performance for the shallow UTES with a depth of 1.5 meters and 

insulation on the top and sides of the storage volume. 
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Figure 5.34: Monthly electricity consumption of heat pump for Case 3  

 

Figure 5.35: SCOP comparison for Case 3  

Additionally, the SCR of 71% was obtained from the test case using equation (4.25) in contrast 

to the 65% obtained from the conventional case. Furthermore, a SEUR of 21% was obtained 

using equations (4.26). This result indicates that about 71% of the power generated by the solar 

PV system annually was consumed on-site, while 21% of the excess electricity generated per 

year was successfully converted to heat (P2HC operation) during the spring and autumn 

seasons and extracted for heating and cooling operations during the winter and summer 
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seasons. The summary result for case 3 is shown in Table 5.6 with the result for its conventional 

case shown in Table 5.5. 

 

Figure 5.36: Comparison of the P2HC Efficiency and Energy Savings of Case 2 and Case 3 

  

Table 5.6: Summary Result Table for Case 3 
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(spring and autumn). During this time, the heat pump is used for P2HC (charging of the UTES) 

operation. Additionally, the heat pump uses water on the source side and air supplied directly 

to the load during the heating and cooling seasons (winter and summer). This conceptualized 

heat pump was compared with the conventional ASHP shown in Figure 4.12 b) without P2HC 

strategy. 

5.3.4.1 Evaluation of 150 m depth UTES in Case 4 

5.3.4.1.1 Inlet and outlet temperature variation of the UTES for study case 4 

This study case showcased the outlet temperature of the deep UTES, similar to the previous 

case, as shown in Figure 5.37. However, the temperature of the working fluid injected into the 

ground from the heat pump was restricted to a temperature not below 2℃ to avoid supplying 

a temperature below zero into the ground. During the winter heating period when the outlet 

water temperature is supplied directly to the heat pump, the temperature decreases to a lower 

temperature than other cases but sufficient enough to remain within the inlet fluid temperature 

of the heat pump. The same observation was made during the summer cooling season when the 

water temperature supplied increased linearly over the cooling time period. In spring P2C, the 

inlet fluid injected was as low as 2℃ and as high as 40℃ during the autumn P2H, providing 

sufficient heat for cooling and heating charge, respectively. 

 

Figure 5.37: Inlet and outlet temperature variation of the UTES for study case 3  

5.3.4.1.2 Temperature variation of the ground for Case 4 

The ground was adequately charged during the P2HC operation, as observed in Figure 5.38. 

During the spring P2C, the overall average ground temperature, the mean temperature at the 
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center and edge of the UTES storage volume, was lowered to a temperature of approximately 

4℃ and raised to a temperature of approximately 30℃ during the autumn P2H. This result 

indicated similar attributes to other study cases; however, the charging was sufficiently better 

than the previous cases. The heat was extracted during winter for heating and during summer 

for cooling as described in the following sections.  

 

Figure 5.38: Temperature variation of the ground for Case 4  

5.3.4.2 Evaluation of Heat Pump Performance for Case 3 

The heat pump performed excellently in providing the heating and cooling needs of the case 

study building. Figure 5.39 demonstrates the outlet temperature of the heat pump. It is observed 

that an average of 40℃ temperature was supplied to the building during the heating seasons to 

adequately provide the necessary temperature required by the occupants. This temperature was 

scaled down to the zone set point temperature, thanks to the control method. This result 

indicates that the possibility of reversing the source to load and vice versa of the heat pump 

exists and can provide the necessary heating and cooling loads. 

The zone temperature of the conventional case versus the test case is demonstrated in Figure 

5.40. The control strategy allows the temperature of the zone to fluctuate between 18 and 22℃ 

during the heating season and 24 to 26℃ during the cooling season. This is to allow for 4℃ 

heating deadband and 2℃ cooling deadband to minimize the abrupt on and off of the heat 

pump during these seasons. Overall, the zone temperature was adequately maintained between 

the conventional and test cases with an RMSE of 0.5℃ over the simulation year, indicating an 

excellent performance of the test case scenario. 
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Figure 5.39: Outlet air temperature of the heat pump delivered to the load for Case 4  

 

Figure 5.40: Building zone temperature for Case 4  

5.3.4.2.1 Monthly Electricity Consumption and SCOP of the heat pump for Case 4 

The improvement in the heat pump performance due to the P2HC strategy employed in the 

study is partly as a result of the electricity consumption which was improved significantly over 

the months of the year as demonstrated in Figure 5.41. Throughout the months of winter 

(November to March), the monthly energy consumption of the heat pump was higher in the 

conventional case than in the test case. This is similar in the months of summer (June to 

August). Additionally, significant surplus electricity was utilized during P2C operation in the 

months of spring (April and May) and in the months of autumn (September and October). This 

result demonstrates the successful implementation of the P2HC strategy for inter-seasonal 

consumption of solar energy in the case study building. 
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Figure 5.41: Monthly electricity consumption for Case 4  

The configuration in the study, along with its control strategy, contributed to a significant 

improvement in the heat pump performance apart from utilizing the surplus electricity 

generated from the solar PV system. The seasonal coefficient of performance (SCOP) was 

improved from 5.0 in the conventional case to 6.2 in the test case during the winter heating 

season, increasing the SCOP by 19%. These results are demonstrated in Figure 5.42. Similarly, 

during the summer cooling, the SCOP of 6.1 was obtained from the test case, contrary to the 

conventional case, where an SCOP of 4.0 was obtained, indicating an increase in the SCOP by 

34%. The SCOP for spring P2C and autumn P2H were obtained as 5.4 and 5.2, respectively as 

shown in Figure 5.42. 

 

Figure 5.42: SCOP for Case 4  
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5.3.4.2.2 P2HC Efficiency, Percentage Energy Savings, SCR, and SEUR for Case 4 

Equations (4.27) and (4.29) were used to obtain the P2HC efficiency and the percentage energy 

saving of 28% and 20%, respectively, for the test case scenario. Additionally, the SCR of 70% 

was obtained for the test case using equation (4.25), in contrast to 64% obtained in the 

conventional case. Furthermore, a SEUR of 19% was obtained for the test case using equations  

(4.26). This result indicates that about 70% of the power generated by the solar PV system per 

annually was consumed on-site while 19% of the excess electricity generated per year was 

successfully converted to heat (P2HC operation) during spring and autumn seasons and 

extracted for heating and cooling operation during winter and summer seasons. Overall, the 

summary result of the case 4 is provided in Table 5.7 with its conventional case same as the 

one presented for case 1 in Table 5.4. 

Table 5.7: Summary Result Table for Case 4 

 

 

5.3.5 General Comparison of all Study Cases (Case 1 – 4) 

Overall, the performance of the study cases is summarized in Figure 5.43. Regarding SCR, 

Case 1 exhibited the highest value, consuming about 73% of the solar PV generated per year 

on-site. This was followed by Cases 2 and 3 and then by Case 4, which recorded yearly on-site 

PV consumption of approximately 71%, 71%, and 70%. The conventional Case for all cases 

indicated an SCR of approximately 64% except for Case 2 and Case 3, as observed in Figure 

5.43 a). In terms of P2HC efficiency and percentage of the energy saved, as shown in Figure 

5.43 b), Case 4 outperformed other cases, achieving a P2HC efficiency of 28%, followed by 
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Case 2, Cae 3, and Case 1 with P2HC efficiencies of 26%, 22%, and 16%, respectively. For 

the energy savings, Case 1 achieved the best energy savings with 20%, followed by Cases 1, 

2, and 3 with percentage energy savings of 18%, 16%, and 13%, respectively. Furthermore, the 

SEUR was higher in case 1, with about 34% of yearly surplus energy from the solar PV system 

consumed successfully, followed by Cases 2, 3, and 4 with SEUR of 21%, 21%, and 19%, 

respectively, as shown in Figure 5.43 c). Finally, the UTES thermal efficiency shown in Figure 

5.43 d) indicates that case 4 achieved the highest UTES thermal efficiency compared to other 

cases, and this was followed by Cases 2, 3, and 1 with UTES thermal efficiencies of 34%, 28%, 

and 22%, respectively. 

The SCOP for all cases improved with the integration of the UTES for P2HC operation, as 

shown in Figure 5.44. However, during the heating season, Case 4 outperformed its 

counterparts, improving the SCOP by 19%, followed by Case 1, 2, and 3, which improved the 

SCOP during winter heating by 15%, 12%, and 10%, respectively. Similarly, during the 

summer cooling, Case 4 performed best, enhancing the SCOP by 34%, followed by Case 2, 3, 

and 1, which enhanced the SCOP by 26%, 25%, and 10%, respectively. 

5.4 Model Parametric Analysis 

Various parameters influence performance in a complex system configuration such as the study 

presented in this report. It is important to examine and identify which parameters and how they 

influence the overall performance of the system; therefore, in this section, sensitivity analysis 

was performed on the model to ascertain its dynamics to changes in various parameters using 

Case Study 2. This Case study was selected since its performance in terms of stability and 

control is higher than in other system scenarios studied in this work. Factors such as the size 

of the PV, size of the UTES, P2C charging duration, and P2H charging duration were 

examined. This examination not only provides valuable guidance on the best sizing practices 

for a unified energy system but also highlights how its different parts interact to produce certain 

outcomes. 

5.4.1 Effects of PV Area  

It is evident that adjusting any parameter within the system can potentially improve heat pump 

performance but may also negatively impact either the self-consumption ratio or thermal 

energy storage efficiency. This is illustrated in Figure 5.45, where increasing the size of solar 

PV panels results in decreased efficiency of UTES and P2HC despite a slight uptick in energy 
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savings. As PV area increases, P2HC and UTES efficiencies decrease sharply but tend to 

converge at the area 3600 m2, suggesting that beyond a certain point, further scaling doesn't 

significantly affect these efficiencies but instead leads to a consistent value. However, this can 

slightly boost the percentage of energy saved. Exploring these dynamics reveals that the decline 

in UTES and P2HC efficiencies could stem from increased surplus energy generated with 

larger PV sizes, particularly during seasons like spring and autumn when P2HC operations 

occur.  

 

a) 

 

b) 

 

c) 

 

d) 

Figure 5.43: General performance evaluation of the study cases based on the key performance 

indicators defined. a) Comparison of the SCR between the conventional and test cases, b) 

Comparison of P2HC efficiency and percentage energy savings, c) Comparison of the SEUR, 

and d) Comparison of the UTES thermal efficiency  
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resulting in a notable rise in electricity consumption during P2HC operations. Detailed 

calculated result during this investigation is presented in Table A- 1 in the appendix section. 

 

Figure 5.44: Percentage increase in the SCOP during heating and cooling seasons for all 

cases  

 

 

Figure 5.45: Effects of PV area on the system performance  
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can be attributed to the fact that the higher the PV installation, the higher the power it generates. 

If the size decreases continuously, the power generation will decrease continuously along with 

it, and a point will reach where the energy generation would be low, and 100% of it will be 

consumed on-site, implying a 100% SCR. Similarly, as the PV area increases, the SEUR 

decreases due to the increased surplus energy per annum. At a lower PV size, zero surplus 

energy will exist, and this will result in the non-existence of SEUR. Detailed calculated result 

during this investigation is presented in Table A- 2 in the appendix section. 

 

Figure 5.46: Effects of PV area on the SCR and SEUR  

5.4.2 Effects of UTES Size  

In this section, the impacts of the change in the volume of the UTES are discussed as shown in 

Figure 5.47. Alterations in the storage volume of the UTES directly impact system 

performance, as anticipated. With an increase in UTES size, the thermal energy discharged 

during heating and cooling gradually rises compared to the energy needed for charging. The 

notable uptick in thermal energy during P2HC operations due to changes in UTES size leads 

to a decrease in thermal efficiency. However, P2HC efficiency slightly increases from 23% at 

a UTES volume of 100 m3 to approximately 29% at 1,420 m3, mirroring the slight rise in energy 

savings from 13% at 100 m3 to about 17% at 1,420 m3. This shift is attributed to reduced power 

consumption of the heat pump during heating and cooling seasons, thanks to energy 

supplementation from P2HC operations. More detailed insights into this trend are outlined in 

Table A- 3 in the appendix section. 
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5.4.3 Effects of change in the duration of Spring P2C operation 

The timing of both P2C and P2H operations plays a critical role, as delays can result in 

undercharging or overcharging, negatively impacting overall system performance. 

Additionally, it's crucial to avoid introducing temperatures below zero into the ground to 

prevent the working fluid from freezing. These considerations are illustrated in Figure 5.48. 

Postponing the charging time reduces the energy utilized for charging and the subsequent 

thermal energy needed to lower the ground temperature. 

 

Figure 5.47: Effects of UTES volume on the UTES thermal efficiency, Energy savings, and 

P2HC efficiency  

This is evident in the case of P2C operation in Spring, depicted in Figure 5.48 a). A 3-day (72-

hour) delay starting from April 1st resulted in a notable increase in UTES thermal efficiency 

and P2HC efficiency. UTES thermal efficiency rose from 31% at 2160 hours to 35%, while 

P2HC efficiency increased from 21% at 2160 hours to 28% at 2952 hours. However, energy 

savings showed slight fluctuations between 14% and 16%. This shift in P2C timing also 

marginally decreased the Self-Consumption Ratio (SCR) and the Solar Energy Utilization 

Ratio (SEUR), as shown in Figure 5.48 b). The surplus energy from the solar PV system 

utilized during P2C operation decreased, leading to reduced electricity usage from the surplus 

generated, thereby lowering the SEUR by 8% when postponed from 2160 hours to 2952 hours. 

This observation aligns with the slight decrease in SCR, as energy consumption from the total 

solar PV-generated energy slightly decreased. More detailed calculations regarding this trend 

are provided in Table A- 4 in the appendix section. 
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5.4.4 Effects of change in the duration of Spring P2H operation 

Delaying the timing of P2H operations in Autumn, much like adjusting P2C timing, proves 

highly advantageous. As shown in Figure 5.49 a), there's a clear correlation: the longer the 

delay in P2H operation, the more pronounced the improvement in UTES thermal efficiency 

and P2HC efficiency, accompanied by a slight increase in energy savings. This trend mirrors 

what we observed with P2C operation, indicating a common underlying principle. However, 

the reasoning behind this effect varies slightly. 

 

 
Figure 5.48:: Effects of change in the duration of spring P2C operation  
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When P2H operation is postponed, the thermal energy needed to raise ground temperature 

decreases, leading to an increase in UTES thermal efficiency from 29% at 5832 hours to 36% 

at 6624 hours. Furthermore, this delay curtails electricity consumption from surplus generation. 

As depicted in Figure 5.49 b), this dual impact resulted in a slight decrease in SCR by 3% from 

5832 hours to 6624 hours and a 10% reduction in SEUR by delaying from 5832 hours to 6624 

hours. Essentially, delaying P2H operations emerges as a strategic move, offering manifold 

benefits from improved thermal efficiency to diminished electricity usage. These findings 

underscore the pivotal role of timing optimization in maximizing system performance. More 

detailed calculations regarding this trend are provided in Table A-5 of the appendix. 

 

 

Figure 5.49: Effects of change in the duration of spring P2C operation  

0

10

20

30

40

5832 5904 5976 6048 6120 6192 6264 6336 6408 6480 6552 6624

Ef
fi

ci
en

cy
 (

%
)

Autumn P2H Time (hours)

a)

UTES Thermal Efficiency Energy Savings P2HC Efficiency

0

20

40

60

80

5832 5904 5976 6048 6120 6192 6264 6336 6408 6480 6552 6624

R
at

io
 (

%
)

Autumn  P2H Time (hours)

b)

SCR SEUR



114 

 

5.5 Economic Advantage of Integrating Shallow UTES  

This study examined the economic feasibility of integrating the UTES system to utilize the 

excess electricity produced by the installed solar PV. It is important to note that this section 

does not provide a critical economic analysis of the entire system. However, it highlights the 

economic implication of using the UTES system for minimizing the amount of energy which 

are generated by the solar PV system that may be exported to the national grid, which may 

cause voltage and frequency instability, as well as a high ramping rate or may go to waste in 

the case of developing countries where Feed-in-Tariff (FiT) and net metering are yet to be fully 

implemented. For the system cases studied in this research, energy savings of 18%, 16%, 13%, 

and 20% were obtained for Cases 1, 2, 3, and 4, respectively. This implies that by integrating 

the UTES system, surplus electricity generation in buildings will be utilized and save a 

significant amount of energy spent in meeting the building space heating and cooling.  

Additionally, LCoH was utilized in this study to determine the economic viability of the 

integrated 800 m3 UTES system by considering its initial capital cost, annual operation, and 

maintenance cost, annual heat extracted for heating and cooling purposes, the discount rate, 

and the lifespan of 25 years. The result of this investigation indicated LCoH of USD 0.45/kWh. 

These results will be helpful in making informed decisions regarding the cost and long-term 

benefits of the system. Overall, calculating LCOH offers a comprehensive and standardized 

approach to evaluating the economic viability, long-term sustainability, and financial 

implications of heating systems. The LCoH obtained in this study shows the integration of the 

UTES system is economically feasible. It is crucial in guiding investment decisions, optimizing 

system performance, and advancing the transition to cost-effective and sustainable heating 

solutions. 
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CHAPTER 6: CONCLUSIONS AND RECOMMENDATIONS 

6.1 Conclusions 

In this study, the primary goal was to model and simulate a solar-assisted dual-source heat 

pump system integrated with underground thermal energy storage (UTES) for use in heating 

and building space conditioning. To accomplish this task, various specific objectives must be 

achieved. 

First, the inverse grey-box model for vertical and horizontal configurations of UTES systems, 

with insulation on the top and sides of their storage volumes for the purpose of minimizing 

thermal losses, was developed using thermal network analysis and the TRNSYS simulation 

tool. An experimental study on the actual system was performed, and the data from this field 

experiment were used to calibrate the developed models for heating and cooling applications 

using heat pumps. Although the purpose of the conducted experiment was to obtain the data 

required for calibrating the developed IGB models, its assessment for both configurations was 

done. The evaluation of the experimental study demonstrated that both the vertical and 

horizontal UTES systems exhibit considerable abilities to store and release heat during the 

charging and discharging phases. However, the horizontal setup shows superior charging and 

discharging rates when comparing the two configurations under the installation and 

experimental conditions of different lengths of the piping materials and flow rates. In general, 

the provision of insulation of 0.2 m thickness on the side and top of each configuration’s storage 

volume minimized the heat losses from the top and sides of the storage volumes of both 

configurations, redirecting most of the heat loss through the bottom of the systems. The 

performance of both system configurations validates their use for the calibration of the 

developed IGB models.  

The IGB models were successfully calibrated and evaluated. The IGB model developed in 

TRNSYS and the 4R2C IGB model developed using a thermal network were calibrated using 

measured data. Similarly, the 4R2C IGB model was calibrated with data generated from the 

calibrated (trained) TRNSYS model. In summary, when comparing the calibrated models, the 

TRNSYS model trained using measured data in the horizontal setup demonstrated the highest 

performance with CVRMSE of 2.97%, followed by the inverse model also trained with 

measured data which produced 3.17% CVRMSE, then the inverse model trained with the 
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TRNSYS generated data with CVRMSE of 4.42%. Conversely, the detailed TRNSYS model 

trained with measured data in the vertical configuration showed superior performance, with 

CVRMSE of 3.16%, followed by the inverse model trained with the TRNSYS generated data 

with CVRMSE of 5.42%, then inverse model trained with measured data with CVRMSE of 

7.91%. Despite variations in calibration performance across scenarios, the calibrated models 

aligned reasonably well with field experimental data within the ASHRAE guidelines' 

recommended range of 0 – 20% coefficient of variation root mean square error (CVRMSE). 

Falling within this range indicates that the model's predictions closely approximate actual data, 

enabling effective heating and cooling system behavior simulation. 

Ultimately, based on the sensitivity study of the IGB models, their performance hinges greatly 

on the duration of their training and testing durations. Extending the training period while 

holding the testing time constant notably enhances the model's performance, with errors 

gradually converging. Moreover, the model exhibits superior performance when the testing 

duration is less than the trained data duration. Furthermore, in long-term evaluations, the 

model's effectiveness improves with the training duration, reaching convergence after 20 

weeks. Past this training duration, minimal to no performance enhancement is noticeable. This 

20-week convergence point signifies a brief training duration capable of predicting the model's 

output over an extended period, a distinct advantage of the proposed IGB model over machine 

learning approaches like artificial neural networks (ANN), which necessitate longer training 

data for extended output predictions. 

The second specific objective of this study developed a simulation model composed of a heat 

pump, UTES system, solar PV system, building space, and other sub-components, employing 

simple and adequate control methods to utilize the surplus electricity that is generated by the 

solar PV system installed on 4000 m2 area, for assisting the 160 kW heat pump (50kW and 40 

kW heating and cooling capacities, respectively) in providing the electricity and thermal energy 

requirement of the case study building through the use of 800 m3 sized UTES for P2HC 

strategy. For the case study building, a public school building in Jincheon, Korea, was used to 

evaluate this developed system configuration and its control strategy. Simulation of this system 

configuration and its control strategy shows that it is capable of utilizing excess surplus 

electricity generated from the installed solar PV inter-seasonally to charge the UTES system. 

P2H operation was achieved in the spring season, and the stored cold heat was extracted during 
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the summer season for building space cooling with the use of a heat pump. Similarly, P2H 

operation was accomplished during autumn, and warm heat was extracted during winter for 

building space heating using a heat pump.   

Thirdly, in this study, different heat pumps, such as the ASAL with shallow UTES (Case 1), 

ASWL with shallow UTES (Case 2), ASWL with deep UTES (Case 3), and dual-source dual-

load heat pump (Case 4), which operates as ASWL during non-heating and non-cooling 

periods, and WSAL during heating and cooling periods with deep UTES systems, were 

modeled and simulated to evaluate the system configuration and its control methods. 

Conventional (baseline) cases for each of the configurations without UTES P2HC strategy 

were modeled for performance evaluation, except for Case 4, where the baseline case for Case 

1 was used for comparison. Six performance indexes were defined for their performance 

evaluation: the SCR, P2HC efficiency, annual percentage of energy savings, SEUR, UTES 

thermal efficiency, and SCOP. Generally, all the study cases showcased good performance that 

validates the system configuration and control technique. Regarding SCR in general, Case 1 

exhibited the highest value, consuming about 73% of the solar PV generated per year on-site. 

This was followed by Cases 2 and 3 and then by Case 4, which recorded yearly on-site PV 

consumption of approximately 71%, 71%, and 70%. The conventional Case for all cases 

indicated an SCR of approximately 64% except for Case 2 and Case 3. In terms of P2HC 

efficiency and percentage of the energy saved, Case 4 outperformed other cases, achieving a 

P2HC efficiency of 28%, followed by Case 2, Case 3, and Case 1 with P2HC efficiencies of 

26%, 22%, and 16%, respectively. For the energy savings, Case 1 achieved the best energy 

savings with 20%, followed by Cases 1, 2, and 3 with percentage energy savings of 18%, 16%, 

and 13%, respectively. Furthermore, the SEUR was higher in case 1, with about 34% of yearly 

surplus energy from the solar PV system consumed successfully, followed by Cases 2, 3, and 

4 with SEUR of 21%, 21%, and 19%, respectively. In addition, the UTES thermal efficiency 

indicates that case 4 achieved the highest UTES thermal efficiency compared to other cases, 

and this was followed by Cases 2, 3, and 1 with UTES thermal efficiencies of 34%, 28%, and 

22%, respectively. Finally, the SCOP for all the study cases was improved significantly over 

the conventional cases. During the heating season, Case 4 outperformed its counterparts, 

improving the SCOP by 19%, followed by Case 1, 2, and 3, which improved the SCOP during 

winter heating by 15%, 12%, and 10%, respectively. Similarly, during the summer cooling, 
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Case 4 performed best, enhancing the SCOP by 34%, followed by Case 2, 3, and 1, which 

enhanced the SCOP by 26%, 25%, and 10%, respectively. 

The fourth specific objective of the study was to perform a sensitivity analysis of the system. 

For this objective, one of the systems (Case 2) was selected for parametric analysis to determine 

how the model responds to changes in some parameters, such as the size of the PV, the size of 

the UTES, the P2C duration, and the P2H duration. The proposed system demonstrates 

sensitivity to various parameters tested. This necessitates a systematic approach for optimal 

performance. The increase in the PV system inversely affects UTES thermal efficiency and 

P2HC efficiency while marginally enhancing energy savings, eventually reaching a point of 

convergence. This convergence point should represent the optimal size with a safety margin to 

ensure cost-effectiveness and accommodate unforeseen variables. Prior studies have linked 

UTES's total installation cost, including drilling expenses, to its size; therefore, for cost-

efficiency in UTES sizing, a moderate volume is recommended based on our analysis, as it 

tends to enhance performance. Within this context, a UTES size ranging from 700 m3 to 940 

m3 is suggested for similar system setups, as further increases beyond this range yield 

diminishing returns in energy savings and P2HC efficiency while maintaining UTES thermal 

efficiency at a satisfactory level. Additionally, delaying P2C or P2H operations enhances 

UTES thermal efficiency, P2HC efficiency, and energy savings to a minor extent. However, 

the applicability of this phenomenon depends on the sizes of system components, and caution 

must be exercised to prevent overcharging without proper control mechanisms. Therefore, 

postponing both P2C and P2H durations appears cost-effective, as demonstrated in our study. 

Finally, the integrated UTES system underwent a brief economic analysis using the levelized 

cost of heat (LCoH) to ascertain its economic viability. For the system cases studied in this 

research, energy savings of 18%, 16%, 13%, and 20% were obtained for Cases 1, 2, 3, and 4, 

respectively. This implies that by integrating the UTES system, surplus electricity generation 

in buildings will be utilized and save a significant amount of energy spent in meeting the 

building space heating and cooling. Additionally, the LCoH of $0.45/kWh was obtained. These 

results indicate the utilization of UTES for the P2HC strategy in utilizing the redundant 

electricity from the solar PV system. 
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6.2 Recommendations 

In this study, a simplified 4R2C IGB model for shallow UTES systems in vertical and 

horizontal configurations was developed and calibrated for application. Several assumptions 

were made to achieve the presented results. The study utilized Two capacitances on the 

grouting node and the ground (soil) node. It is possible that adding another capacitance at the 

𝑇𝑤 node may yield a more accurate result. Similarly, reducing the capacitance and resistances 

may affect the system performance. Therefore, some modifications, such as comparing the 

present 4R2C model with 4R3C, 3R1C, and 2R1C models, should be made in future research. 

This will provide more insight into the thermal network that will best describe the systems. 

Additionally, the inlet and exit pipe of the U-tube borehole heat exchangers may be considered, 

along with the resistances and capacitances on its heat conduction path, to create a 5R4C model 

that may be compared with the aforementioned reduced order models for the UTES system. 

Furthermore, a more detailed building can be modeled using the Type56 from the TRNSYS 

component library in developing the model configuration. This will model in detail the heat 

interactions in the building. With this in mind, developing this model with a ground-source 

water-load (GSWL) heat pump for performance comparison is also important. This type of heat 

pump is highly applicable in commercial buildings such as public schools. In addition to this 

modification, this methodology can be applied for small-scale consumption, such as in 

residential buildings. In this case, daily charging and discharging of the UTES using surplus 

electricity from the PV that is redundant, especially during the peak hours in residential 

buildings may be considered along with the model’s inter-seasonal operation, which was 

accomplished in this study. This approach in residential buildings may be interesting as it has 

the potential to save significant energy for domestic homes in countries where selling to the 

grid poses a challenge. 

Due to the time and resources required, the present work was limited to a simplified economic 

analysis, focusing on the LCoH of the integrated UTES system. Despite this, the findings 

proved that this system configuration is economically viable. However, in future research, a 

separate topic focusing on the technical and economic analysis of solar-assisted dual-source or 

dual-load heat pumps with integrated underground thermal energy storage should be 

considered for either residential or commercial applications. This will give an in-depth insight 
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into the technical and financial feasibility of widely adopting this system in heating and 

cooling, especially in domestic buildings. 
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APPENDICES 

In this section the detailed description of materials relevant for further understanding of the 

current research work is presented. It provides the supplementary result data sheet, as well as 

the detailed TRNSYS and MATLAB models with the corresponding code for training of the 

MATLAB model. The detail table of results for all the parametric analysis carried out are 

presented in Table A-1 to Table A-4. Due to the large nature of the TRNSYS and MATLAB 

models, they may be difficult to view. However, zooming to appropriate percent allows the 

viewing of a particular detail.  
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Table A- 1: Summary result for effects of PV size on the model performance 

 

 

 

 



134 

 

Table A- 2: Summary result for effects of UTES size on the model performance 
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Table A- 3: Summary result for effects of P2C duration on the model performance 
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Table A- 4: Summary result for effects of P2H duration on the model performance 
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Figure A- 1: MATLAB Simulink Model 
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Figure A- 2: TRNSYS Model for the overall system configuration and control strategy 
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A.1 Matlab Training Code: 

function [pOpt, Info] = spe_Horizontal_Model_With_TG_0227(p) 

%SPE_HORIZONTAL_MODEL_WITH_TG_0227 

% Solve a parameter estimation problem for the Horizontal_Model_With_TG_0227 model. 

% The function returns estimated parameter values, pOpt, 

% and estimation termination information, Info. 

% The input argument, p, defines the model parameters to estimate, 

% if omitted the parameters specified in the function body are estimated. 

% Modify the function to include or exclude new experiments or 

% change the estimation options. 

% Auto-generated by SPETOOL on 16-May-2024 15:29:23. 

  

%% Open the model. 

open_system('Horizontal_Model_With_TG_0227') 

  

%% Specify Model Parameters to Estimate 

if nargin < 1 || isempty(p) 

    p = 

sdo.getParameterFromModel('Horizontal_Model_With_TG_0227',{'Rho_grout','Rho_soil','cpg','cps','y','z','Ks','

Kp','K_grout','Kins','h_air','hf'}); 

    p(1).Minimum = 1200; 

    p(1).Maximum = 10000; 

    p(2).Minimum = 1200; 

    p(2).Maximum = 10000; 

    p(3).Minimum = 10; 

    p(3).Maximum = 300; 

    p(3).Scale = 16; 

    p(4).Minimum = 30; 

    p(4).Maximum = 300; 

    p(4).Scale = 64; 

    p(5).Scale = 0.000244140625; 

    p(6).Scale = 0.000244140625; 

    p(7).Minimum = 4.6; 

    p(7).Maximum = 16; 

    p(8).Minimum = 1.44; 

    p(8).Maximum = 12; 

    p(9).Minimum = 2.5; 

    p(9).Maximum = 12; 

    p(10).Minimum = 0.2; 

    p(10).Maximum = 0.8; 

    p(11).Minimum = 9; 

    p(11).Maximum = 90; 

    p(12).Minimum = 14700; 

    p(12).Maximum = 32000; 

end 

  

%% Define the Estimation Experiments 

% 

  

Exp = sdo.Experiment('Horizontal_Model_With_TG_0227'); 

  

%% 

% Specify the experiment input data used to generate the output. 

Exp_Sig_Input_1 = Simulink.SimulationData.Signal; 

Exp_Sig_Input_1.Values    = getData('Exp_Sig_Input_1_Value'); 

Exp_Sig_Input_1.BlockPath = 'Horizontal_Model_With_TG_0227/Tin'; 

Exp_Sig_Input_1.PortType  = 'outport'; 
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Exp_Sig_Input_1.PortIndex = 1; 

Exp_Sig_Input_1.Name      = 'Tin'; 

Exp_Sig_Input_2 = Simulink.SimulationData.Signal; 

Exp_Sig_Input_2.Values    = getData('Exp_Sig_Input_2_Value'); 

Exp_Sig_Input_2.BlockPath = 'Horizontal_Model_With_TG_0227/mw'; 

Exp_Sig_Input_2.PortType  = 'outport'; 

Exp_Sig_Input_2.PortIndex = 1; 

Exp_Sig_Input_2.Name      = 'mw'; 

Exp_Sig_Input_3 = Simulink.SimulationData.Signal; 

Exp_Sig_Input_3.Values    = getData('Exp_Sig_Input_3_Value'); 

Exp_Sig_Input_3.BlockPath = 'Horizontal_Model_With_TG_0227/Tamb'; 

Exp_Sig_Input_3.PortType  = 'outport'; 

Exp_Sig_Input_3.PortIndex = 1; 

Exp_Sig_Input_3.Name      = 'Tamb'; 

Exp_Sig_Input_4 = Simulink.SimulationData.Signal; 

Exp_Sig_Input_4.Values    = getData('Exp_Sig_Input_4_Value'); 

Exp_Sig_Input_4.BlockPath = 'Horizontal_Model_With_TG_0227/TG'; 

Exp_Sig_Input_4.PortType  = 'outport'; 

Exp_Sig_Input_4.PortIndex = 1; 

Exp_Sig_Input_4.Name      = 'TG'; 

Exp.InputData = [Exp_Sig_Input_1; Exp_Sig_Input_2; Exp_Sig_Input_3; Exp_Sig_Input_4]; 

  

%% 

% Specify the experiment input data used to generate the output. 

Exp_Sig_Output = Simulink.SimulationData.Signal; 

Exp_Sig_Output.Values    = getData('Exp_Sig_Output_Value'); 

Exp_Sig_Output.BlockPath = 'Horizontal_Model_With_TG_0227/dTout'; 

Exp_Sig_Output.PortType  = 'outport'; 

Exp_Sig_Output.PortIndex = 1; 

Exp_Sig_Output.Name      = 'Tout'; 

Exp.OutputData = Exp_Sig_Output; 

  

%% 

% Specify the experiment initial states. 

State = 

sdo.getStateFromModel('Horizontal_Model_With_TG_0227',{'Horizontal_Model_With_TG_0227/dTout'}); 

State(1).Value = 16.16100822064208; 

Exp.InitialStates = State; 

  

%% 

% Create a model simulator from an experiment 

Simulator = createSimulator(Exp); 

  

%% 

% Add experiment specific parameters/states to the list of parameters 

% to estimate. 

s = getValuesToEstimate(Exp); 

p = [p; s]; 

  

%% Create Estimation Objective Function 

% 

% Create a function that is called at each optimization iteration 

% to compute the estimation cost. 

% 

% Use an anonymous function with one argument that calls Horizontal_Model_With_TG_0227_optFcn. 

optimfcn = @(P) Horizontal_Model_With_TG_0227_optFcn(P,Simulator,Exp); 

  

%% Optimization Options 
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% 

% Specify optimization options. 

Options = sdo.OptimizeOptions; 

Options.Method = 'lsqnonlin'; 

Options.OptimizedModel = Simulator; 

  

%% Estimate the Parameters 

% 

% Call sdo.optimize with the estimation objective function handle, 

% parameters to estimate, and options. 

[pOpt,Info] = sdo.optimize(optimfcn,p,Options); 

  

%% 

% Update the experiments with the estimated parameter values. 

Exp = setEstimatedValues(Exp,pOpt); 

  

%% Update Model 

% 

% Update the model with the optimized parameter values. 

sdo.setValueInModel('Horizontal_Model_With_TG_0227',pOpt(1:12)); 

end 

  

function Vals = Horizontal_Model_With_TG_0227_optFcn(P,Simulator,Exp) 

%HORIZONTAL_MODEL_WITH_TG_0227_OPTFCN 

% 

% Function called at each iteration of the estimation problem. 

% 

% The function is called with a set of parameter values, P, and returns 

% the estimation cost, Vals, to the optimization solver. 

% 

% See the sdoExampleCostFunction function and sdo.optimize for a more 

% detailed description of the function signature. 

% 

  

%% 

% Define a signal tracking requirement to compute how well the model 

% output matches the experiment data. 

r = sdo.requirements.SignalTracking(... 

    'Method', 'Residuals'); 

%% 

% Update the experiment(s) with the estimated parameter values. 

Exp = setEstimatedValues(Exp,P); 

  

%% 

% Simulate the model and compare model outputs with measured experiment 

% data. 

F_r = []; 

Simulator = createSimulator(Exp,Simulator); 

Simulator = sim(Simulator); 

  

SimLog = find(Simulator.LoggedData,get_param('Horizontal_Model_With_TG_0227','SignalLoggingName')); 

Sig = find(SimLog,Exp.OutputData.Name); 

  

Error = evalRequirement(r,Sig.Values,Exp.OutputData.Values); 

F_r = [F_r; Error(:)]; 

  

%% Return Values. 

% 
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% Return the evaluated estimation cost in a structure to the 

% optimization solver. 

Vals.F = F_r; 

end 

  

function Data = getData(DataID) 

%GETDATA 

% 

% Helper function to store data used by spe_Horizontal_Model_With_TG_0227. 

% 

% The input, DataID, specifies the name of the data to retrieve. The output, 

% Data, contains the requested data. 

% 

  

SaveData = load('spe_Horizontal_Model_With_TG_0227_Data'); 

Data = SaveData.Data.(DataID); 

end 
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