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ABSTR CT 

Tne statistical characteristics of wind power 

in Kenya w ~ investigated in tnis study witn the data 

consisting of daily maximum, minimum and mean wind 

speed values from 24 sites in Kenya . 

The metnod of Principal Component Analysis ( PCA) 

was initially applied to tne wind speed data in order 

to determine the spatial similarity in the wind 

characteristics over Kenya . The results from PCA 

indicated tnat tne method v1as able to describe tne 

spatial patterns of the wind by some few uncorrelated 

factors (eigenvectors) . Eleven nomogeneous wind 

categories could be delineated from the spatial 

patterns of the dominant eigenvectors . Detailed 

characteristics of tne wind power witnin tne eleven 

regions were then investigated . 

The second part of tne study fitted several 

statistical models to the wind speed data . The 

fitted models included tne Lognormal distribution with 

parameters 2 and 3 , tne Pearson III and Log Pearson III 

distributions as well as the Weibull 2 and 3 parameter dis ­

tributions . It was noted tnat tne 3 parameter ~eibull 

distribution was the best distribution since it fitted 

the data well at all of tne locations considered . 

The model was subsequently used to estimate the wind 

power potential at tne various nomogeneous sites . 
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It was o serve from tne weibull estima ions 

tnat maximum wind power were located around arsabit/ 

aralal reg 'ons as well as alo g .e coastal strip of 

Kenya . Subs an ial powers were also obtained around 

airobi and Eldoret . Tne seasonal variability of 

wind powers at tne various locations indicated tnat 

tne patterns of the total wind powers closely 

resembled tne seasonal characteristics of tne winds . 

Final y , tne variat'ons of wind powers witn 

neignt were examined at tne various locations . Tne 

best vertical wind power profile were obtained 

us i ng the tnree parameter ieibull distribution . These 

results generally indicated tnat tne optimum level 

for wind power generation over Kenya was approximately 

between 25 - 30m above the ground level . Tne cost and 

benefit factors were however , not considered nere . 
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CHAPTER O.E 

1.0 I TRODUCTIO 

Energy nas become ne most pervasive problem 

facing mankind for the last few years . More and more 

energy is currently required to mate the world ' s 

rapid rates of population and industrial growths 

The present energy crisis that affects most 

countries of tne wor d to varying degrees is essentially 

an oil crisis due to the increasing demand for this 

product . The oil prices have been on tne increase year 

after year though currently tnese prices have signifi­

cantly dropped . This current trend may only be temporary . 

Before the energy crisis came to light no signi ­

ficant effort was made in many countries to searcn for 

alternative sources of energy to supplement or replace 

the fossil f els like coa , petroleum and natural gas . 

Tne alternative sources of energy include the geothermal , 

water, wind and solar enerey. 

Tne alternative natural energy like wind and 

solar energy n~ve several advantages including the fact 

that they are continuously renewable, cneaper, univer­

sally available and do not nave harmful ecological 

effects sucn as water or air pollution . 

Tne main advantages of these energy sources ·its 
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particular reference o developing countries is he 

simplici y low costs of apping , main enance and 

operations of sorre of tneir macnines e . g . windmills . 

Kenya's population growth rate is about 4% per 

ann There has also been a significant growtn of the 

ind strial sector in many parts of the country . The 

major sources of energy in Kenya are firewood, charcoal 

and oil . Over 70% of Kenya's land is either arid or 

semi arid . The energy supply from plants (firewood and 

charcoal) are therefore quite limiting for the fast 

increasing population and industrial growths . 

All the oil used in Kenya is imported with the 

foreign exchange gained from the exports of the agricul ­

tural products . The agric ltural products however , 

depend mainly on rain water whicn is highly variable in 

both time and space . The foreign exchange available 

for oil imports therefore vary significantly from one 

year to another . 

Kenya , like many other nations of the world , 

therefore urgently requiressome alternative sources of 

energy . The major objective of this v.ork is to study 

tne wind power characteristics in Kenya . Tne wind power 

components investigated here include the time and space 

characteristics of wind and wind power over Kenya . 

Details of these are discussed in the next section which 

outlines the objective of the study . 
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1 .1 OBJECT_ ES Of THE STU Y 

The major objective of this study is to investi ­

gate the spatial and temporal characteristics of wind 

power in Kenya . In order to investigate tne spatial and 

temporal characteristics of wind power in Kenya , the 

study has been divided mainly into four parts . The 

first part investigates the spatial and temporal similari­

- ties in the characteristics of tne winds over Kenya . 

Most of tnese characteristics were derived from Principal 

Component Analysis (PCA). 

In the second pnase , tne best statistical model(s) 

wnich may be used to describe the wind characteristics 

over Kenya were investigated . The statistical models 

fitted included the Lognormal distributions with 2 and 3 

parameters, the Pearson III and Log Pearson III dis~ri­

butiors as well as tne · eibull 2 and 3 paraneter distributions . 

In tne third part , the various characteristics of tne 

wind power in Kenya were examined using the best fitted 

distribution. 

Since the standard level for wind measurements 

are at 10m above the surface , while the optimum wind 

powers are often at nigher levels . The final part of 

the study investigated the vertical characteristics of 

tne wind power at various parts of Kenya so as to de ­

termine tne optimum level for wind power utilization . 

Tne methods used in tnis case included tne Weibull ex-

trapolations formula, the 117tn. power law and the 



logar"thmic power profile . In the next section , tne 

literature wnic were rele ant to tne st dy are reviewed . 

1 . 2 LITERATURE REVIE 

Wind power studies nave been carried out by _many 

scientists , institutions and researcn organisations . 

(Putnam , 19 8 ; .. 0 ., 195 ; Golding 1955 ; Skibin~ l98 ) . 

World Meteorological Organisation (1954) outlines 

some of tne simple procedures wnicn may be considered for 

any planned project on the utilization of wind as an 

energy source . 

Putnam (1948) and Golding (1955) carried out 

intensive study on utilization of wind power for tne 

generation of electricity . Tney suggested a number of 

useful procedures whicn may be followed during site 

selection for wind powered generators . Tney observed 

that tne best sites for such generators were smootn 

rounded hills with little or no obstructions . Daniels , 

Ramage , Schroeder and Thompson (1977) ; Daniels and 

Osniro (1980) and orman (1981) also made similar 

suggestions from their wind power studies in Hawaii . 

Skibin (1984) suggested tnat for any method to 

represent an area and predict tne wind power at a 

particular site within it, the area snould be rea ­

sonably flat , homogeneous and not too large since 

large areas ( diameter ~ 103km) may contain different 
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cl·ma~es ridges and otner local cna ges . He observed 

that if a region is not homogeneous surface properties 

like land - sea - lake i ~erfaces or variable rougnness 

parameters might strongly influence the local wind 

ve oci~y profile . 

A number of investigators nave also sought simple 

wind speed distributions which could be parameterized 

. solely by the mean wind speed for use in various ap­

plica~ions . (Hennessey , 1977 ; Justus , Hargrave and Amir , 

1978 ; Tackle and Brown , 1978 ; Stewart and Essenwanger , 

1978 ; Mage 1979 ; Stanton and Brett , 1983) . 

Hennessey (1977) examined some of the aspects of 

wind power statistics for wind generators . He ooserved 

tnat the existing wind power studies based solely on 

tne total mean power density do omit much of the valuable. 

information about the wind power po~ential of a site . :or 

instance , ne observed that while the average power out ­

put of a wind powered generator not only depends on 

tne mean wind speeds , but nas also a dependence on a 'factor 

like the variance of tne wi d speed about tne mean . 

He stressed tnat tne most accurate method for computing the wind pow 

r density was to use the general relationship between 

tne expectatro of the third non- central moment and the 

mean standard deviation and skewness of the wind speed . 

Justus , Hargrave and Amir (1978) , Tackle and 

Brown (1978) , S ewart and Essenwanger (1978) , Mage 
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(1979) Stan on and Bret (1983) examined tne charac er-

ist"cs o~ t e eib 1 dis r~bution in relation o the 

surface wind speed distribution . Tney found tnat the 

eibull dis ribution was a good model tnat adequately 

describes most wind speed distribution . Tney observed 

tnat with tne ··eibull model, it was easier o obtain 

tne frequency distribution of tne wind speed cubed for 

wind power analysis . Justus et al (1978) subsequently 

used the eibull distribut"on to compute the power 

output from wind generators in tne United States . 

Van~ Auwera (1980) successfully fitted tne 

observed wind speed data for Belgium to four statistical 

distributions namely ~ne Lognormal , Gamma, Rayleigh and 

tne leibull parameter distributions. He observed tnat 

tne wind power density estimates were s rongly dependent 

on tne hypothesized density function . His results snowed 

tnat tne Weibull density f nction witn 3 parameters gave 

the best fit to tne wind speed frequency data . He 

observed that once the mean of tne cube of tne wind speeds 

nave been determined , itwas easier using the eibull 

distribution to determine the total wind power . He con­

cluded that tne ~eibull distribution generally gave a 

good fit to the observed wind speed distribution due to 

its flexibility at its tails . 

Tne standard recording level for most of wind 

insLruments are at 10m above Lhe surface . Optimum level 
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for wi d power outp ts are nowever generally at nigher 

levels . any attempts nave tnerefore been made to s~udy 

tne vertical variation of the wind and wind power 

potentials (Carrutners 19 3; Demarrais 1959; Justus 

and Micha el 1976; Doran and Verholek 1978; Fraenkel 

1979) . 

Carruthers (1943) and Demarrais (1959) proposed 

two forms of tne wind power profile at a projected wind 

power site which can be used to estimate tne power at 

various neignts above tne ground . They observed tnat tnese 

formulae tended to glve reasonable power estimates at 

tne levels se~ for wind generators . Tney also observed 

that stronger winds do prevail at nigher levels of appro­

ximately 100-200m above tne ground . Tney similarly observed 

tnat there was generally a rapid increase of wind speed 

witn neignt upto 200m . 

Just s and Micha~l (1976) proposed a set of 

formulae wnicn allowed for vertical extrapolation of 

wind power from the Weibull scale parameter («) and snape 

parameter (B) . Tnese formulae were later examined by 

Doran and ernolek (197 S) wno found that tney were 

sufficiently useful for ensemble averages but tended to 

slign ly give over-estima es in individual cases . 

Tne power law nas also been widely used to study 

tne vertical profile of the wind speeds . Fraenkel(l979) 

used tne metnod to estimate wind speeds at various levels 
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above e grou d using an exponent of 0 .17 for average 

gro nd surface . Tne computed values of wi. d spee sat 

tnese levels were in close agreement witn tne observed 

In Kenya , Chipeta (1976) studied montnly and 

annual surface mean scalar wind speeds in re ation to 

wind power . He computed tne wind power by cubing tne 

wind speeds in tne frequency tables after correcting 

~or mean air density . However, according to Hennessey 

(1977), errors are inherent in such computations due to 

tne small number of frequency classes . Cnipeta ' s results 

revealed tnat hign wind speeds are generally recorded 

between 12 .00 - 15 .00 hours local tine . . He also found tnat 

nigher wind power values were mainly concentrated around 

tne Eastern province and the coastal strip of Kenya . Low 

values of tne wind power were centred around the central 

and Rift Valley regions . 

In tnis study , the statistical cnaracteristics 

of wind power i Kenya are examined using some statistical 
I 

models . Tne horizontal and vertical variations in tne 

wind power are also investigated . Tne data used are 

presented in tne next section . 

1.3 THE DATA USED I THE STUDY 

The data used in this study consisted of daily 

wind speeds from 2 stations all over Kenya . Tne daily 

wind components available included daily maximum , minimum 

I 
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and mea wind speed values and direction . Tne daily 

wi d data were within he period 19 6 - 1980 . For some 

compa ison pur oses ne SLandar period 1975 - 1980 was 

used . Tnis period was determined by the availab "lity of 

continuous daily wind records from all sta ions . 

The spa "al distribution of t e wind stations used 

are presented in Figure 1 . All the wind data were 

collected from the Kenya Meteorological Department in 

OagoreLti . It snould be oted that altnougn most of the 

observaLional s"tes are located mainly at airports or 

airstrips and other town centers which may not be re ­

presenLative of other specific sites proposed for the 

utilization of wind power , the wind measuring instru­

ments are however , generally located over relatively 

homogeneous sur:aces nence permitting a large scale 

comparative assessment . 

Table 1 presents the heights of the various sites 

above mean sea level ( SL) . Before discussing tne basic 

methods which were used in the study , the wind climatology 

is briefly presented in t e next section . 

1 . THE CLI TOLOGY OF I OS OVER KE YA 

The general flow pattern of tne atmospheric 

winds are deter ined by the pressure gradients induced 

by the differential solar neating over tne globe . 

Although the diurnal and the seasonal characteristics 

I 
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of the winds are con rolled by the diurnal and he 

seasonal pa terns of e so ar radia ion regiona 

fac ors like topography and large water surfaces 

significan ly modify he mean wind flow pattern at he 

low and middle levels . The locally induced wind 

circula~ions like Anabatic/Katabatic winds Channel winds , 

Land/Sea breezes cannot be neglected since they may be 

dominant in some areas . Figure 2 snows a schematic 

illustration of some of the local factors that in ­

fluence the wind at low levels . 

The seasonal patterns of h e wind over East 

Africa are dominated mainly by the two monsoonal wind 

systems namely the South East and tne ortn East Monsoonal 

winds . The orth East Monsoon occurs during the southern 

hemisphere summer season while the Soutn East onsoonal 

winds occur during the northern hemisphere summer 

season . The orth East Monsoon air current has two 

dominant tracts . One tract is hot and dry continental 

air mas , wni e tne other is a moist maritime compopent . 

The orth- East MOnsoons are generally drier due to 

tneir large tract over land . Some examples of the 

mean seasonal wind pa~terns in Kenya are presented in 

figures 3 and Detailed characteristics of the 

seasonal winds can be obtained from Anyamba (1984) . 

Due to complex opographical patterns and the 

existence of many large inland lakes , the synoptic 
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wind pa terns are significa tly modified a low levels 

ov r many 

tne India 

regio s. Tne large water surface include 

Ocean , Lake ictoria and Lake Turkana . Lake 

Victoria is one of the largest fresh water lakes in the 

world . ajority of ~he small water bodies are confined 

mainly within the Rift Valley . Tney include Lake 

akuru aivas a , Magad· and Elementaita . The complex 

topography range from the sea level to heights of over 

2500m in the central southern and western parts of 

Kenya . Figure 5 shows the topographical features of 

Kenya . Very strong mean winds have been observed in 

some areas due to channeling effects of these winds by 

mountains . (Asnani and Kinuthia , 198 ) . 

In the next section , we wil l present the various 

methods wnich were used in this study to investigate 

the wind power charac eristics over Kenya . 
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2 .0 E~HODO OGY 

Tnis cnapter is devoted to the various methods 

wnicn were used ro study wind power cnaracreristics in 

Kenya. Tne discussion of tnese methods has been div'ded 

into four sections . 

The first part discusses tne methods used to 

determine spatial similarities in the wind patterns 

over Kenya . Most of tne discussion here will be devoted 

to Principal Component Analysis (PCA) wnich formed the 

core of the section . 

In section two, we present ~he various SLatistical 

distributions that were used to describe tne wind 

characteristics over Ke ya . These distributions in­

cluded the Log-normal 2 and 3 parameters , the Pearson 

III and Log- Pearson III , the eibull 2 and 3 parameter 

distributions . 

In tne third part we will discuss the various 

characteristics of wind power in Kenya using tne best 

fitting statistical distribution, while in the final 

section, tne verLical variations of the wind power 

with height are discussed . 

2 .1 PRI CIPAL COMPO ETA ALYSIS 

A number of investigators nave used tne method 

of Principal Component Analysis to examine the spatial 
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a .. d emporal a er s of sor.te me eoro1ogical para e-

meters . 

a sh and ostek {1980) or exam le con-

structed eigenvec ors of surface temperatures prec -

p a ion a.d sea evel press re anomaly fields over 

the United Sa es for tne period 1900- 1977 . Wallace 

and Gutzler {1981) used tne metnod to examine tne 

teleconnection patter s in the winter- time planetary 

circulat:ons by statistical techniques . 

Gregory (1975) , Dyer {1977) , Ogallo (1980) 

and many others have used the method to delineate rain -

fall staLions into homogeneous regions. 

Basically tne principles of PCA are derived 

from tne concepts of variance . The first step usually 

involves the compu ation of some measures of association 

for the set of variables . Tnis is sually done by using 

the correlation or covariance matrix of the variables . 

This is tnen followed by the construction of a se of 

orthogonal functions that are finally used to represent 

the variables . 

Tne Principal Component Analysis in terms of m 

empirical orthogonal func ions may be expressed as : 

Z . = a . 1 r1 + a. 2F2 + •••• +a. F + a.u. 
J J J Jm m 1 J 

.... (1) 



9 -

wne e e no . alised measured variab e Zj is described 

l'nearly in er s of m uncorrelated compone s (eige-

vecl..ors) F 

a .. - standard multiple regression coeffients 
Jl. 

of variable j on factor i (factor loading) 

B. U. - Tne unique (error) component of tne 
1. J 

variance. 

For many meteorological variables , tne unique component 

of tne variable s.u . is diffic lt to estimate and is often 
1. J 

neglected . Equation (1) then reduces to tne simple Factor 

_Analysis model . Tnis simplified model of PCA was employed 

in tnis study to determine tne spatial characteristics of 

tne winds in Kenya . Details of the rrethod may be obtained 

from Harman (1967) Cnild (1978) and many otners . 

The orthogonal functions are mathematically in -

dependent wnile ne physical processes associated witn 

many meteorological variables are generally not ortnogonal . 

Several metnods nave been used to readjust tne frames of 

referance for tne ortnogonal functions . Tnese processes 

of adjusting tne frames are known as rotations . (Harman , 

1967) . In tnis study tne orthogonal varimax rotations 

were used (Kaiser 1958) . Tnis involves tne rotation of 

tne significant eigenvectors tnrougn 90° . 

Several me nods nave also been sed to determine 

tne number of significant eigenvectors to be retained 
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I 

n ~ e ro a e sol ions. nes e include the aisers 

cri erio (Kaiser 1958), Scree test (Child 1978), Lev 

me nod (Craddock 1973) and Sampling errors in tne 

eigenvalues ( ort et al, 1982) . 

Kaiser~cri erion retains eigenvalues greater 

than u ity during the rotatio , while intne Scree 

test the eigenvalues are plotted against the factor 

numbers . The cut off value for the rotation is deter-

mined from the ordinate point wnen the graph develops 

into a linear relationship . In the case of Lev method , 

the logarithms of tne eigenvalue are plotted instead 

of the actual eigenvalues. In the last method , the 

sampling errors in the eigenvalues are used to determine 

the number of significant orthogonal functions which 

could be retained for the rotations . 

Both the Kaisers criterion and the Scree test were 

used in this study in order to determine the number of 

eigenvectors t o be subjec ed to or hogonal varimax rotations . 

The rotated solution and the unrotated solutions obtained 

with the spatial correlation matrix were then used to 

describe the spatial similarity in tne characteristics 

of the winds in Kenya . Tne rotated eigenvectors are 

generally easier to explain physically tnan are the un-

rotated eigenvectors . 

Usually tne first eigenvectors are viewed as 

the single best summary of linear rela ionships exnibited 

in the data . The second components are defined as the 
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es linear can inatio o: varia les u aer he co di t ion 

a e secon c nent 's or hogonal o tne first and 

so on . 

The spatial patter s of he significant eigen­

vectors can be sed o de ermine the temporal characteri­

stics of some spatial var'ables (Gregory , 1975 ; Dyer , 

1977 ; Ogallo, 1980) . All spatial variables with similar 

characteristics will cluster together under similar 

eigenvectors . 

The method was employed here to determine the 

spatial similarity in the characteristics of the winds 

over Kenya . Under this method , the spatial pat erns 

of the regression weights (aji) on the various eigen­

vectors were used to determine the similarity in the 

wind characteristics between the locations . Stations 

with similar wind characteristics will cluster on 

identicaleigenvectors . These patterns were then used 

to group the various stat'ons into homogeneous wind 

divisions . 

In order to conform the patterns of the regional 

groups, tne rotated components were further presented 

graphically in a two dimensional vector space of the 

pairs of reference axes determined by tne significant 

eigenvectors . Interstation correlatioruwere also 

examined . 

The spatial characteristics derived from these 

I 
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e nods were sef es ecial_y wit .. respec o eter-

mining ~ne regie al data to be used under statistical 

modelli g as iscusse in tne ext section . 

2.2. s~ATIS-ICAL DIST IBUTIO S FITTED 

Many SLatistical distributions nave been used 

to describe the characteristics of the wind speeds and 

wind power . This section is devoted to the statistical 

distributions which were sed in the study . 

These distributions included tne two and tnree 

parameter Lognormal, tne Pearson type III and the 

Log-Pearson III, tne Weibull 2 and 3 parameter dis­

tributions . Details of tnese distributions are dis­

cussed independe tly in tne following sections . 

2 . 2 . 1 THE LOG ORMAL 2 AND 3 PARAMETER DISTRIBUTIO S 

Consider tne transformation Y = 1n(x) . It can 

be snown that if x is lognormal tnen Y is normal . 

Here it may be emphasized tnat x cannot assume zero 

values since the tra sformation Y = logcx) is not de­

fined at x = 0 . However, there are ways of solving 

s en problems whenev~r tney arise . 

The Lognormal-2 parameter PDF can be written as 

f(x) = 1 
.... (2) 

XO ./2 Tf 
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where he wo parameters are : 

~ is he loca~ion parameter (mean of tne logs) . 

o is ne scale parame er (stan ard devia io. of the 

logs) . 

Tne mean and e variance are given by · 

( 3) 

( 4 ) 

Tne coefficient of variation is 

0 z = • • • • ( 5 ) 

while the ske~mess and kurtosis are 

A-
3 

= z 3 +3z 

A- 4 = z8+Gz6+1Sz4+16z 2 3 

Tne cumulative distribution of tne 2 parameter ~g-

normal is given by 

X 2 

( 6 ) 

(7) 

F(x) = 1. 

ai'Fi 
! exp ~(in(x) -~ dx 
x 2o J 

. • ••. ( 8) 

0 

It can be seen that this distribution is always positively 

k d d f 
2 . s ewe an the greater the value o o , the greater 1s 

the skewness . Similarly tne kurtosis is always positive 

as indicated by equations (6) and (7 ) respectively . 

Tne 3 ·parameter Lognormal distribution may be 

obtained by replacing x witn (x - x
0

) in tne R. H. S . of 
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eq at ion ( ) wnere x is a lower oundary . 
0 

ne robabil ' ty density func ion and tne 

cumula ive ens'ty function tnen becomes : 

I 
f(x) = 

1 l R.n(x - xo) - IJ 
----~---- exp - ( ) 
(x - x )on;- 20 

. . . . . . ( 9) 

0 

F(x) = 1 

a/2-i 

X 1 ( '\ . . . . ( 10) 
[ 

.m(x-xo)-1J~ 2dx 
(x-x ) exp - 2a ~ 

0 

respectively. 

The parameters IJ a and x
0 

are called the scale 

(mean of 1n(x- x
0

)) , the shape (standard deviation of 

tn (x- x
0

)) and tne location parameter respectively . 

This distribution can be applied to positive or 

negative valued events provided (x-x
0

) > 0 . 

Tne mean the variance and the location 

parameters are given by 

. . . • ( 11) 

.... (12) 

.... (13) 

respectively . 
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Tne coeff ..:c ·e. of skew is give by 

• . • . ( 14) 

2 . 2.2 THE PEARSO TYPE III DISTRIBUTIO 

Tnis is a Gamma distribution witn tnree parameters . 

Tne probability density function of tne Pearson III i s 

of tne form. 

f(x) 
S- 1 

1 x - xo 
= a:f ( 8) {-a:-} 

a: > 0 8 > 0 

x - x 
exp{ - (~)} 

wnere a: and 8 are tne scale and shape parameters 

respectively and x
0 

is tne location parameter . r<a> 

is the usual Gamma function . 

(15) 

Tne c mulative distribution for pearson type III 

takes tne form . 

f

x x-x S- 1 x- x 
F(x) = a:r{!) {~} exp{ -(~) }dx 

0 

( 16 ) 

Tne mean, tne variance , skewness and kurtosis takes tne 

forms 
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~ = «S xo 

02 = «26 

y = 216 
(17 a b c d ) 

• 

2 k = 3(1 + y /2) 

respectively 

2 . 2 . 3 THE LOG - PEARSO TYPE III DISTRIBUTIO 

If tne ogaritnms, tn (x) of a variable x are 

distributed as a Pearson type III variate tnen the 

variable x will be distributed as Log- Pearson type 

III probability density function and takes tne form 

f (x) = 1 1 .tn (x) - y 
0 

~-· .tn(x) -y 0 - . { } ex p { - ( ) } · · · · ( 18 ) 
X ex ex 

for 0 < x < ... 

wnere ex , a and y 
0 

= ( R.nx) 
0 

are tne scale , snape and location 

parameters in tne log domain respectively . 

Tne probability density function for tne 

cumulatives of tne log Pearson is given by the 

expression . 

F(x) = 1 Jx 1 cxr(a) x 
0 

tn(x) -y - 1 tn(x) -~0 
{ 

0
} . exp{ - ( )}dx · · · (19) 

ex ex 
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ne F of ne og-Pe rson r_r y be - snaped 

reverse -sna ed - shaped, inver ed U-snaped with 

inflexion bel snaped wi n upper or lower bounds e .L.c . 

2. 2 . THE WEIBULL 2 AD 3 PARAMETER DISTRIBUTIO 

Tne eibull distrib tion witn LWO and tnree 

parametershas been widely used in wind power analysis . 

Tne Weibull two parameter distribution is a special 

case of tne generalised tnree parameter Gamma distri ­

bution and has a density function given by 

8 x 8-1 [ X 8J f(x) = - (-) exp - (-) 
"" a: a: 

.... ( 20) 

X ) 0, ~ ) 0 , a: ) 0 

= 0 otherwise 

where a: and B are the scale and a dimensionless quantity 

called tne snape parameter respectively . 

The cumulative distribution function for the 

weibull 2 parameter distribution is given by 

F(x) = l - exp t X ) 0 . . . . ( 21) 

= 0 , otherwise 

This Pdf nas its mean and variance in terms 

of Gamma function . 

I 
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= .. ( 1 •••• (22) (a !:>) 

Tne tnird and fourth moments are similarly in erms of 

ne amma function bu will nOL be discussed nere . 

Tne expectation of its third non-central 

oments is 

•... ( 2 3) 

For cases where the eibull model adequately describes 

the wind speed distribution , it is always possible to 

determi e tne frequency distribution of tne speed 

cubed . Witn the transformation Y = x 3 , tne Weibull 

distribution becomes 

.... (24) 

y > 0 

= 0, otherwise 

Tne expecta 1on and varia ce of Y in terms of tne 

parameter ~ and S are 

.... (25) 

I 
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(26) 

wnere E(Y) is tne mean of tne pdf for ne speed cubed . 

Var(Y) is tne variance of tne total power density in 

tne wind since this is the variance of tne speed cubed . 

In ne case of eibull 3 parameter distribution 

X and « in tne rignt nand side of equation (20) are 

replaced by (x-x
0

) and (« - x
0

) respectively where x
0 

is 

tne lower bound of x . The cumulative distribution 

function for tne 3 parameter weibull distribution is 

expressed as : 

x- x f3 
F(x) = exp{ - (--0 ) } «-x 

0 

.... ( 27) 

Tne mean and variance of Weibull 3 parameter distribution 

is given by 

l.J =X +(« - X )f(l+1/a) .... ( 28a ) 
0 0 ., 

Tne eibull tnree parameter (nypergamma or 

modified gamma) probability distribution function is 

a more powerful family of probability density curves 

(Var der Auwera 1980) . It is a generalisation of 

more conve tiona! probability density func ions . 

Tne relationship between tne 3 parameter weibull 

(28b) 
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pdf witn some of tne robabi ity density f nctions is 

s mmarised in Table 2 below . 

Table 2 - Pro abili~y Density Functions Derivable from 

eibu - 3 Parameter pdf . 

PDF Parameter 

eibull 3 « 8 xo 

Weibull 2 a: 8 a: 

I 
I Gamma 1 s a: 

I Chi 2 I 
2 a:S /2 « 

Rayleigh 2 2 
8 /2 2 

. 
Exponentf.lal 1 s 1 

Detailed discussions of otner uses of tne ieibull 

distribution will be given in tne later sections . 

Tne first step in fitting any type of models 

is tne estimatio of tne model parameters . In tne next 

section , we will describe the various methods whicn 

were used to estimate tne model parameters in this 

study . 

2 . 2 . 5 ESTIMATIO OF MODEL PARAMETERS 

Tnere are several metnods tnat can be used to 

estimate the parameters of a distribution . ~~~~ 

section will however be devoten t0 tne two methods 
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ic were sed · n is study . 

The wo me no s were the met. oc! of lTOl n s and ne rretnod of 

e l!. De ai.!.ed discussions of ne o er rretnods 

can e obtai. ed from Beck (1977) . 

2 . 2 . 5 . 1 ETHOD OF OME TS 

Tne me~nod of moments utilizes eitner the 

general equation for calculating tne rth moment about 

tne origin of distribution f(x) . 

. • . • ( 2 9) 

or the corresponding equation for central moments of 

the distribution 

• • • . ( 3 0) 

wne~e tne first moment ~l corresponds to the arithmetic 

mean and the second moment ~ 2 is tne variance e . t.c . 

Tne method of moments often relates the derived moments 

to tne parameters of the distribution . 

2 . 2 . 5 . 2 THE ETHOD OF MAXIMUM LIKELIHOOD 

Tne principle of maximum likelihood states 

that for a distribution with a probabili y density 

function f(x , « , B ..... ,), tne probability of 

obtaining a given val e x, x . , and 
1. 
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e jo n roba i i y L of ob a i •. g a sam le of n 

vales x1 x 2 .... xn is propor ional ~o tne product 

L = n 
I 

'=1 

f(xi a: 8 . . . . ) . . . . ( 31) 

wnere « 8 .... are the distribution parameters to be 

estima~ed . This is called the likelihood . The method 

of maximum likelinood is to estimate ~he parameters 

a: 8 .... , sen that Lis miximised . This is obtained by 

partial y differen_iating the parametersand equating 

~o zero . Frequently. tn(L) is used instead of L to 

simplify the computations . Tne method of maximum 

likelihood is more laborious but usually gives reliable 

resul s compared to the rnetnod of moments wnicn is' 

simpler. 

In the following sections we will discuss 

tne methods wnicn were used to estimate the parameLere 

of tne indivi ual distributions . 

2 . 2 . 5 . 3 THE PARAMETER ESTIMATIO FOR LOG ORMAL 2 

AD 3 DISTRIBUTIO S . 

The metnod of moments for estimating the two 

parameter U:>gncmna.l is given as 

,. 1 
lJ = 

N 
~ R.n ( x . ) 

. 1 ~ 1= 

.•.. ( 3 2) 
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o = < L 
. =1 

l 
} .... ( 3 3) 

Tne max·mum likelinood estimators of tne log-

orrnal 2 are T.e same as tne moment es imators . Tne 

procedure is nowever different for tne Lognormal 3 

dis ribution . 

By differentiating the log-likelinood function 

of tne ognormal 3 density function witn respect to 

~ o, and x
0 

tnen equation to zero , it can be snown 

that tne equation sol tions are : 

t~ 
= L tn ( x . - x ) I 

. 1 ~ 0 
~= 

. . • . ( 3 a) 

~2 = ~ ~~n(x. - x )-lJJ/' . 1 ~ 0 
~= 

.••. (34b) 

and 

,. 
wnere ~ , o and x

0 
are the likelihood estimates required . 

2 . 2 . 5 . PARAMETER ESTIMATIO FOR THE PEARSO AND LOG­

PEARSO DISTRIBUTIO S 

Substituting t e probability density function 
• 

of the Pearson type III distribution into the general 

equation for moments about tne origin , it can be shown 

I 
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~nat ne firs mome t about the origi for r = l 

that y'elds ~.e .ea is 

IJ ' = 1 

or 

(B) 
(B) 

Higher moments can similarly be computed . 

.... (35) 

The like inood fu ction for Pearson type I II is 

set up as follows : 

R.n( L) - - tn r(S) - ! L (x.-x ) + (B - 1) L (x .-x ) -
cr: . 1 1. 0 . 1 1. 0 

1.= 1.= 

B tn ( ex ) •••• ( 3 6 ) 

Differentiating witn respect to ex B, and x
0 

and 

equating to zero gives the following three equations . 

_! = 0 
Ct 

.... (37.;~.) 

~~n(L) = - r ' (13)/r(B) + \ i.n(x .-x ) - NR.n( ~) · = 0 ( {. 1. 0 .... 37b) . l 1.= 

atn(L\ _ -< B-l) ~ (1/ ) = 0 3x ex • l (X . - X ) 
0 1.= 1. 0 

.... ( 3 7C) 

The psi or digamma function (S) or r ' (B)/f(B) 

in equation (37b) above is calculated using an 

assymptotic equation of tne form 
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1 
(S) =1 (6 2) - 2 ( 8 '2 ) 

1 1 1 

252(6 2) 6 - TB+l> s 

1 
12(8+2)"1 + 

120(8 

1 

It ca be snown that the solutions for ~ and 8 from 

tnese simultaneous equations are 

(38) 

..... ( 39 ) 

and 

2. 2 . 5 . 5 PARAMETER ESTIMATIO FOR THE WEIBULL 2 

D 3 DISTRIBUTIO S 

xo 
Tne general expression for tne rth moment , ~r 

about the lower bound x
0 

of the eibull the type III 

d i stribution is obtained from the expression below . 

X 
~ 0 

r 
J

co s-1 x-x x-x 
= (x - x )r ( S ) {___£} exp{----

0
}dx 

0 « - X « - X « - X 
0 0 0 

0 

Substituting y for Q<x - x
0

)/(a: - x
0

)}
6] 

and simplifying gives 

. . . . ( 40) 
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CID 

X r yr/ Sc - y dy 0 
IJr : ( a: - x ) 

0 
• • . . ( 4 2) 

0 

. . • . ( 3) 
xo 

(a: - X ) f<lti' / ) or : 
r 0 8 

Substituting for r = 1 2 , . ... gives the various 

aramete s . If only tne mean wind speed v and tne 

s andard deviation a are available from the wind speed 

. 2 ( _. ) 2 
d~stribu ion where a = v- v tnen parameters a: and 

8 of the e·bull distribution can be estimated from 

tnese statist i cs since a: and 8 are related to v and 

a by 

where 

(~)2:~(1+2/B)/ 2(l+l b) - 1 

v 

.... (4 ) 

.... (45) 

is the usual gamma function and a/v is he 

coefficie of variation . 

Tne a: and 8 parameters are then estimated by 

a: =vi <1+11 > 8 

•... ( 46) . 

.... ( 4 7 ) 

Estima es of the eibull parameters (a: 8, x
0

) can be 

obtained by tne maximum likelihood technique tnrough 

solving the following set of maximum likelihood equations . 
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X 

L 2. ex i) + .tn{B )- ( o «) = 0 
i=l 

"' 6 L x ~ - x = 0 
. 1 ]. 0 
J.= 

.lnx. 
]. 

d (x) = dx .tnf(x) . 

L inx .-1 = 0 
. 1 l. l.= 

. • • . ( 7a) 

. . • . ( 4 7b) 

. . . . ( 4 7c) 

In this study the wo methods (moment and maximum 

l i kelihood) were both used in the estimation of the 

parameters whenever t e estimates are theoretically 

different . 

Once the model parameters ve been estimated 

the next step is to determine the best model from 

a l l the sets of the fitted models (Tests of goodness 

of fit) . Several statistical methods are available 

f or tnese tests . 

The three methods presented here are the Root 

mean square ( residual ) error , the Chi- square and 

the Kolmogorov- Smirnov tests . Details of these vari-

f i cat i on methods are presen~ed in the next section . 

2. 2 . 6 IESIS Qf· GOODNESS OF FIT 

Under this section the details of the three 

methods which were used to determine the goodness 

of fit of the wind data ontne various statistical 



- 38 -

distri ions are disc ssed Tne me nods i~c1ude 

tne Roo rre.an s a e residual error ( R S) ne Chi- square 

2 <x ) a d he Ko1mogorov - Smirnov (KS) ests . 

2 . 2 . 6 . 1 THE ROOT E SQUARE (RESIDUAL) ERROR TEST 

In this test tne square of the errors (E
2

) are 

2 computed and cumulated . c can then be used as a 

preliminary test of "goodness of fit " of a distribution 

(Stant:on, 1983). 

Tne root mean square ( residual) error test(£ 2 )may 

be given by the expression 

E
2 

= 
1 .L [p(x) - f(x;l 

~=l J .... ( 48) 

where p(x) and f(x) are the observed and calculated 

cumulative frequency distributions respectively . More 

details of the method can be obtained from Beck (1977) . 

2. 2 . 6 . 2 THE CHI - SQUARE TEST 

Tne Chi- square <x 2> goodness of fit test has 

been wi dely used and discussed by many authors (Bury , 

1976 ; Beck , 1977) . It is however , less accurate for 

continuous distributions because it is necessary to 

group tne da a into fictitious descrete cells and 

compare them . The Chi- square test is not good for 

small samples with sample size less tnan 20 . 
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. is sig ica evia ion is eno gh evidence 

for rejec ing a hypothesis ha ne wo sub - samples 

are fro. ne same popula ion . Using this tes a 

cumulative probability distribution is prepared for 

eacn s b- sample and the largest difference in cumu­

lative functions is determi ed i . e . 

Dn = Max JfCx) - p(x)l .... ( So ). 

where p(x) is the sample cumulative distribution and 

f(x) is the cumulative normal distribution function 

with~= x the sample mean and a 2 = s 2 , the sample 

variance . 

The maximum absolute difference, which forms the 

basis of tne Kolmogorov - Smirnov goodness of- fit test , 

is simply the greatest difference between the computed 

and the observed cumulative distribution function over 

the entire range of the observations . 

ore details of the test can be obtained from 

Burry (1976) and many other standard statistical 

literatures . In the next section we will discuss 

the various methods of estimating wind power from the 

wind speed characteristics . 

2 . 3 ESTIMATIO OF WI D POWE FRO v1I D SPEED 

CHARACTERISTICS 

Once the spatial an temporal c aracterist "cs 

of the winds in Kenya were determined through PCA , 



a e es sta :s ica dis rib tion f" ed a~~em s 

were ~ en made o s udy the cnarac eris ics of v1ind 

power fro the comp ed wind speed cnaracterist:ics . 

2.3 . 1 THE I D PO·ER CHARACTERISTICS 

In tnis section tne various metnods which were 

used to derive some of tne wind power characteristics 

are reviewed . These include the methods used to 

estimate tne wind power density and tne various 

characteristics of wind power . 

2 . 3 . 2 ESTIMATIO OF MEA WID POWER DE SITY 

Tne k inetic energy of motion of the atmospnere 

is expressed by the term 

2 
K . E. = ! MV (51) 

where M is tne mass and V is the wind velocity 

Power is equal to tne energy per unit time . 

If AV represents the volume of the air passing through 

an area A in unit time , then tne power (p) is given by 

- 2 3 P - !pAV . V = ipAV 

In theory herefore the instantaneous power 

density C· -2 ) available in a flow of air through a 

(52) 

unit cross-section area normal to the flow is simply 
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? = oA ..•. (53) 

".N ere s -. e .:.;,s- n neo s L 

an p s ... r.e i ens.:. -y - - sea eve . 

Tne expecta~~on o: power (P ) i . e . the mean 

power e .si~y per re- .:.s -::e . 

. . . . ( 5 

/:... c ;>ower es-r.:.rnates .. owever .. a ;e ee .. basec! on -rne 

ass mp-r ..:.on - .. a e .. si"'ty ..:.s no"t correla-ed wit the 

wind speec! and in this case 

. . . . (55) 

Here he mean :..r ensiLy s es-imate from he U. S . 

s an r mospnere a .. . e problem of e ermin ng 

he mean i:1 pm.;er e .. s • a- a give. oca ion is 

re uced to e ermi ing tne mea of tne :vi d .. peed 

c · e as g..:.;en bove . T. is approach ~as sed in Kenya 

by C ipe a (1976} wi"t. some c_asses of ~ind categories . 

The error · ·ced in is method of est..:.mating the 

ex_ ec ed ·..vi.. power ensi y on a cons a. t pressure 

surf ce is s 1:· n he order of 5% ( • s s et 

19 6) . 

:'he mean a~"' ens y ( - ) ca.. be est ima ed us lng 

... ne express..:.on 

p = . 30 ,( . . . . (56) 

013 . 25( . /2 3) 
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where p is he ba metric press re n (mb) and T is 

the mean air temperatures in (°C) Usually the 

density decreases slignt_y wi~n increasing con ent of 

water vapour but correc ·ons for this are negligib y 

small in wind power computations . 

The mean wind speed cubed can be determined 

more accurately using the location (x
0

) , shape (S) 

and the skewness parameter of a distribution (Hennessey , 

1977 ). The expected wind speed cubed may be expressed 

as 

.... ( 57 ) 

This i~ simply tne tnird moment of the wind 

speed about zero where ~, a and IS are the mean 
1 

nocation parameter) , the standard deviation (shape 

parameter) and the skewness of ~he wind speed res -

pectiv ely . If however , the skewness is neglible , then 

equation (57) reduces to the form 

.... ·c 5a > 

Equations (56) and (57) can be used to estimate the 

mean wind power densi y once the parameter ~ a and 

B are estimated !rom any given distribution that best 

fits the wind observations . 

It will be seen from tne resul s that the 

3 parameter Weibull distribution fitted tne wind 

speed data best at all s~ations . This distri-



bu ion w s then used to est"mate wind power po ·ential 

at al locatio s . The .ex sec ion is devo~ed to the 

methods of es imating wind power poten ial from the 

eibull distrib ion . 

2 . 3 . 3 ESTIMATIO OF I D PO ER PO~E TIAL US! G 

THE WEIBULL DISTRIBUTIO 

ethods of estimating wind power from the 

three parameter Weibull distribution has been dis ­

cussed by many authors including Tackle and Brown 

(1978) , Hennessey (1977) . Only a brief account of 

the method will be included here . 

If a random variable x follows a We ibull 3 pdf 

with parameters (a , b , c) , the probability density 

function (pdf) of the random variable y =xr is yet 

another Weibull 3 parameter pdf with paraters (air , 

b , c/r) , respectively . 

The non-central moment of order r of the Weibull 

3 pdf is then given by 

. . • . (59) 

Therefore the skewness (third moment) , Kurtosis forth 

moment) and the coefficient of variation are all 

function of a and c only ('fackle and Brown , 1978) . 

For r = 3 the expectation of Y in terms of ~ 

and S is of the form 
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. . • . ( 60) 

wnereas n erms of « a d B the expec ation of Y = x3 

becomes 

. . • . ( 61) 

wnere r is the gamma function . 

The mean wind power potential using the Weibull 

distribution is then given by the relation 

- 3 3 E = iP« r(l+ I ) 
B 

• . . . ( 6 2) 

wnere p is the mean air density as given by equati.on 

(56) . Equatio. (62) have been used by Hennessey 097?) , 

T~e and Brown (1978), Stewart and Essenwanger (1978) , 

Van der Auwera ( 1980) and many others to determine the 

wind power potential at any given locations . This 

approach will be adopted in this study . 

In the next section we will look at the 

vertical variation of tne wind with neignt and briefly 

present the methods used for extrapolating surface 

wind powers . The surface here refers to 10m above 

tne surface which is tne s andard leve for most 

anemometers in Ke ya . 
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2. 3. VERTICA' RIAT o·s OF THE . I D 

There is a general i crease in the wind speed 

with eignt .e ce a correspond· g increase in the 

ava·lable wind energy . Us a ly here are o direct 

meas rements of wind speeds to heights exte ding upto 

150" for opera ions of wind e ergy sys ems ( EC) . 

ost of tne wind measuring instruments are generally 

a 10m above t e surface . 

Many metnods have been developed for vertical 

extrapola io of wind and wind power in order to 

determine the optimum level for wind power generation . 

Tnese metnods include the Logarithmic wind profile , 

tne ~ower law and tne eibull extrapol ation methods . 

Tnese three methods are briefly discussed in the next 

sections . 

2 . 3 . 4 . 1 THE LOGARITH IC WID PROFILE 

Roughness of terrain retards the wind near tne 

ground . The horizontal wind speeds w'll tnerefore 

be significantly different within the frictional layer . Re ­

latively nigher ·....,,. speeds may generally be expected 

above the fric ional layer where the frictional effects 

are zero . I is therefore important to determine tne 

optimum levels for he wind generators . 

It has been found that for relative y uniform 

flat ground of defined surface roughness the logarith­

mic wind law accurately describes the variation of wind 



7 -

\-.' h .. eign p 0 eas OOm above he ground for 

adiaba ic and sligntly sable co di ions ( .M. O. 198 ) . 

The oga i hmic wind profile equation akes 

the for:n. 

. . . . ( 6 3) 

uz is wind -1 wnere the mean speed (Ms ) 

at the height z 

u* is the frictional velocity ( s - 1) 

z is the roughness lengtn-
0 

(parameter) (m) and is a measure of surface 

roughness . It is proportiona to and smaller 

than the mean height of he roughness elements . 

K is the Von Kerman s constant <~ 0 . 40) . 

It has been observed that the only parameter 

affecting the wind speed ratio in equation (63) under 

near adiabatic conditions is tne value of the roughness 

parameter z
0

. 

The logarithmic wind profile nas mainly been 

applied in wind tunnel studies and is not particularly 

useful in the atmospnere because the lapse rate is 

rarely adiabatic . 

Table 3 gives the observed values of tne rough-

ess parameter (z
0

) for typical terrains . In prac ice, 

the smoother the ground the greater is the wind at 

levels near ne ground . This sugq3s 5 that if all 
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other factor remain he same location of a wind 

powered genera or at smoothes least obs ructed site 

available is preffered . If location in rough terrain 

is unavoidable + e generator should be placed at 

m c nigner evels . 
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ra 1 - Observed V 1 es for z
0 

for Typical Te rains 

Sorce : eaco (19 9) . 

Description o~ Terrai 

Smoo mud flats 

S baked sandy all vium 

Sand 

Smooth snow on snort grass 

Mown grass 

fallow field 

low grass 

hign grass 

wneat field 

Ocean (depending on wind speed) 

Tall grass 

Cultivated field 

Tnick grass up o SOm 

Forest ed area or city 

Value of z
0 

(em) 

0 . 001 

0 . 03 

0 . 05 - 0 . 1 

0 . 005 

0 . 5 - 1 . 0 

2 . 1 

3 . 2 

3 . 9 

4 . 5 

0. 001- 0 . 5 

5.0 

0 . 95 

9 . 0 

50 . 00 I 
.J 
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2.3 .. 2 THE PO.·ER LA. 

The empirical Power law expression takes ~he 

form: 

• • • • ( 6 ) 

wnere « is an exponent while v1 and v2 are the mean 

wind speeds at levels z1 and z2 respectively . This 

power·law expression nas been suggested by Doran and 

Vernolek (1978) as a useful tool for extrapolating 

measured windsto neights where measurements are not 

available . 

The index (a:) nas been observed to be smal-l 

during the day and large during tne nign~ with values 

of 0 . 10 and 0 . 1 3 respectively (Demarrais , l959) . 
1h 

Tne 1/7 power law («= 1/7) nas been used by many 

researcners and nas been found to give good appro-

ximations to tne observed and predicted profiles over 

surfaces of widely differing rougnness (Davenport, .1963) . 

It should be noted that the assumption « = 1/7 

may not be realistic at a number of locations . 

Many modifications have been made to both the 

logari~nm'c wind profile and tne power law for use in 

extrapolating surface wind powers to various levels 

above the grou d . 
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One s c. mod:~ica on is g ven by e uation (65) i 

te s o= o er o e tia ( z) at neignt z . 

.. .. (65) 

wnere Pr is 

level . 

e power densi y at reference or surface 

Demarrais (1959) have nowever , indicated tnat 

wind power es imates are not •sensitive to z
0 

provided 

tne reference level is more than 10 times tne rougnness 

length . He suggested that the formula usually yields 

conservative but reasonable estimates of tne total wind 

power wnenever the reference level is greater than tne 

surface roughness of a site . The equation was used 

in this s udy and the results compared with those from 

otner metnods . 

2. 3 . 4 . 3 THE EIBULL EXTRAPOLATIO FORMULAE 

Justus and Mikhail (1976) proposed a set of 

f ormulae wnicn can be used for vertical extrapolation 

of wind power from tne Waibull scale factor («) and 

snape factor (B) . Once tnese two parameters nave been 

extrapolated to desired levels the values of « and 

B are then used to obtain tne mean power densities 

using equation (62) . 

Tne relevant formulae based on tne power law take ~ 

tne forms : 
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z2 
.0881 tn( I 10)]} 

a d 
(66) 

(67) 

wnere s2 and « 2 are ne weibull parameters at the 

extrapolated levels using the surface parameters s1 and 

y is an exponent given by the expression 

-y = (0 . 37 - 0 . 08811ncx1)/[l - 0 . 088l.tn(zl;l0)] .... (68) 

z is measured in (m) wnile (ex) in ( s - 1 ) . 

Doran and Verholek (1978) examined tne 

c.haracter.is:tics of these formulae in details and found 

that they are sufficiently useful for ensemble averages , 

but tends o give overestimates in individual cases . 

In tnis study tne tnree methods were used for 

vertical extrapolation of wind power at levels 15 , 

20,25,30,50 and 75 meters . The results were then 

compared . 

In the nex~ chapter we will give the details 

of tne results obtained with the various analyses . 



- 53 -

CHAPTER THREE 

3 . 0 RES :..TS DISCUSSIO 

~his chapter is devoted to discussing the res lts 

tnat were ob ained from t e various analyses used in 

this sTudy . These results will be discussed under 

tne various sections beginning with tne spatial 

characteristics of the mean wind patter s as obtained 

through Principal Component Analysis ( PCA) . 

In the second section , we will discuss the 

results obtained from tne various statistical dis -

tribut i ons . The best distribution is subsequently 

used in section three to discuss some of the wind 

power characteristics 1n Kenya . 

Tne final sec ion gives the wind power 

characteristics at various levels namely lOrn , 15m 

20m , 25m SOm and 75m above tne ground level . We 

will , however , first present the mean seasonal 

characteristics of the winds at the various locations . 

3 . 1 MEAN WI D CHARACTERISTICS OVER KE YA 

Table gives tne mean annual wi nd speeds at 

tne 2 Ke yan sites . It can be observed from the 

table t at e mean minimum wind speeds are all above 

1 . 4ms - l while tne mean maximum winds are above . 0 

s - lat ma ·ority of the si es . Tne mean wind speeds 
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~(ninllrum pl s maxim m) lie be ween 2 . 0~ s - l and 

- 1 6 . 0 s . ean wi d s eeds of over . 0 - 1 s are con-

ce tra ed mainly around arsabit , Maralal , Lodwar , 

Mombasa and around airobi . Tne rest of tne sites 

nave relatively lower mean winds (less - 1 han 3 . 5 ms ) . 

Tne spatial patterns of tne mean surface wind 

speeds from January to December are given in figures 

6-17 . Tnese maps snows some remarkable seasonal and 

geographical variations . Tney also show tnat some 
- 1 areas have persistent mean winds of over S . Oms wnile 

otners nave less tnan 3 . 0ms - l throughout tne year . 

Some nowever , nad high speeds only during some seasons . 

Areas with persistent higher winds tnrougnout tne year 

include Marsabit , aralal , Malindi ombasa and 

airobi areas . 

The higher mean winds around the Marsab i t 

areas nave been attributed to tne channeling effects 

induced by topography patterns (Asnani and Kinutnia , 

1984) . 

Tne nigner winds around tne airobi area can 

be attributed to site exposures . Most sites chosen 

from this area were mainly airports and airstrips 

which nave little obstructions within them . These 

large open fields allow tne surface winds o gain 

considerable speeds due to less inLerfere ce from 

tne obstruction effects . 
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Ot er regie s i h fairly ig winds were co -

ce tra ed a o g he coas al strip . T ese can be d e 

o tne ual ef ects of he land/sea b eezes and 

their i teractions with the large scale monsoonal 

wind sys ems . These la d/ sea reezes a e been 

observe o extend several kilometers inland (Asnani 

and Kinuthia 1979) . 

Tne lake region general y nave low wind speeds 

throughout the year . This was also observed by Cnipeta 

(1976~ . It appears tnat on theseasomti time scale , 

tne lake breeze has relatively slignt effects on the 

magnitudes of the mean wind speeds over the lake 

station used in tnis study . However on a diurnal basis 

tne lake breeze can nave marked influence on wind 

speeds along tne snores . Topographical patterns around 

tne lake may also be playing some significant role in 

tne reduction of tne strength of the breezes . Tne 

summaries of tne mean seasona characteristics at the 

vari ous locations are given in table 5 . 

Tne spatial distribution of the maximum and 

min i mum winds respectively are given in figures 18 - 19 . 

It c an be seen from these figures that tne maximum 

winds were centre around Marsabit aralal , Malindi , 

Eldoret and ombasa . The minimum winds (figure 19 ) 

s now tnat in general areas around Lake Victoria 

Nakuru , akindu and parts of the southern Rift Valley 

had minimum winds of less tnan 2 . 5 ms - 1 . Over t he 



rest of 

- 1 
s 

- 56 -

e co·n ry mi imum wi ds were grea er tna 3 . 0 

Fig re 20 shows t e spatial distribut ' on of t e 

range . Tne map snows that tne largest ranges were 

generally concentrated over many sites which nad small 

mean wine speeds . These in format iors wo ld be very 

importa t in de ermining tne type of wind generators 

at a y given site . 

In the next section we will attempt to deter­

mine tne spatial similarity between the wind patterns 

sing tne method of Principal Corrqxment . nalysis (PCA) . 

PCA will also be used to group these patterns into 

homogeneous wind categories . 
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T BLE I EA DS A ARIOUS SITES 

s at ion a me mean Maximum Mean 1inimum Mean lind 

Wind S eeds \·lind Speeds Speeds .. .. m11·' ffU m -

yeri . 72 2 . 52 3 . 62 

Marsabit 6 . 55 5 . 29 5 . 92 

Hombasa 6 . 57 4 . 21 5 . 39 
Lodwar 6 . 87 4 . 09 5 . 48 

Moyale 4 . 5 3 . 36 3 . 91 
Mandera 4 . 58 3 . 88 4 . 23 
Hara1al 5 . 13 4 . 65 4 . 89 

Malindi 6 . 21 5 . 29 5 . 75 
Kericno 4 . 52 3 . 70 4 .11 
Kisumu 4 . 6 2 . 3 3 . 54 
ajir 5 . 17 . 14 . 6 5 

E1doret 5 . 24 4 .16 4 . 70 

Meru 4 . 44 3 . 01 3 . 73 

Thika 4 . 8 2 . 00 3 . 24 

Kita1e 3 . 5 2.34 2.94 

RB Wilson 5 . 9 3 . 76 4 . 6l 

NRB Dagoretti 5 . 74 3 . 66 4 . 70 
Makindu 3 . 16 1 . 70 2 . 43 

Lamu 4.71 3 . 29 4 . 00 

Voi 4.01 3 . 36 3.69 

3 . 09 2 . 51 2 .90 

RB Embakasi 4 . 92 2 . 59 3.76 

4 . 51 ~ . Oti 4 . 28 
akuru 2 . 96 1 . 42 2 . 19 
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TABLE 5 - SEASO AL CHARACTERIS~ICS OF THE Wit D SPEEDS . 

------------- ---r------------------------------------------; 
Seasons 

or nern 

Hemisphere winter 

(Dec . - feb . ) 

Mean Y1ind Speed Cnaracteristics 
(Fir . 6 17) . 

T e orth East onsoon is dominant 1n 

East Africa and particularly over 

Kenya . The major features from tne 

maps include . 

(1) Mean wind speeds above 5 . 5Rs- l M 

Mandera , Malindi , Marala l and 

Eldoret . Similar magnitudes 

were also centred around 

Nairobi area . The regions 

around Mt . Kenya had steady 

mean winds of about 3 . 0~s - 1 . 

(2) Tne mean maximum winds were 

centred in Marsabit and tne 

coastal areas of Mombaaa and 

Malindi wnile the mean minimum 

winds were centred around tne 

lake snores of Victoria, Nakuru 

and Makindu . 

(3) Majority of areas had wind 

speeds lying between 3 . 5Ms - l 

- 1 and 4 . 5 s . 

(~) Tne nignest montnly range of 

S. Sms - l were found around 

Makindu . 
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TAB E s - co T I 

Se sons 

or nern 

Spring 

(Marcn-May) 

Nor nern 

Summer 

( June-August-) 

I I Mean 'ind Speed Cnaracteris ics 

---------------------
(5) Tne montn to montn variation of tne 

mean winds was fairly minimal ex-

cep for slignt d'fferences in tne 

orientation of tne isolines . 

Tne S . E. and . E. monsoon winds converge 

over most of he Kenyan region bringing 

the Long Rains . The dominant features 

nere were: -

(1) arked cells of strong winds around 

I ( 2) 

Marsabit , Eldoret, tne airobi area 

and the coastal regions of Malindi 

and Hombasa . Marsabit nad tne 

heignest mean wind speeds of over 

-1 6 . Otfls • 

Most of the country had mean \vinds 
-1 generally greater tnan 3 . 0~s 

except for tne lake region and 

Makindu areas wnicn maintaned 

calm winds . 

Tne S . E . monsoons are well established . 

Most of tne country nad wind speeds below 
-1 

5 .5~s apart from Mombasa Marsabit 
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TABLE 5 

and andera . Tne major differences witnin 

mo tn to ontn variatio s were observed 

1 Augus . 

ortnern Tnis is anotner rainy season (snort rains) 

Autumn wiLn tne S. E. and . E . monsoons converging 

(Sept .- ov . ) over most of tne country . Tne dominant 

features nere were tne picking up of tne 

. nigner winds over Marsabit andtne coastal 

regions . Tne lake region showed a marked 

increase in tne winds speeds . In gene~al 

more tnan nalf of tne country nad mean 

- 1 wind speeds greater tnan 4 . 0ms . 
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Fig . 6 Spatial Di stribution of he hly wind eds in -1 
Jan . mean mon sp ms or 

Fig . 7 - Spatial 15 ribution 0 h mea monthl wind s;>e ds in -1 for Feb . ms 

Fig . 8 - Spatial Di stribu ion h monthly wind speeds in -1 for March . 0 man ms 

Fig . q Spa ial Dlstribution o" h monthly wind speeds in -1 for Apri mean ms . 
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Fig.lO Spatial Distribution of the mean monthly wind 

Fig .ll Spatial Distribution of the mean monthly w' nd 

Fig . 12 - Spatial Distribution of the mean monthly wind 

Fig .13 - Spatial Distribution of the mean monthly wind 

•O•t 

-V"" 

.. r-:-::5 . .. . 
J • • • , .... . 

0 c, • -

speeds in ms 

speeds in ms 

speeds in ms 

speeds in ms 

-1 for May . 
-1 for June . 
-L for July . 
-1 

for August . 
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fig. 14 Spacial Distribution of the monthly wind speeds in 1 
for Sept . mean ms-

Fig. 15 Spatial Distribution of he mon hly wind speeds in -1 for Oct: . mean ms 

Fi.g. 16 Spacial Distribution of the monthly wind eds in 
-1 for Nov . mean sp ms 

Fig . 7 Spacial Distribution of the mean monthly wind speeds in IDS 
-1 for Dec . 
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Fig . 18 Spatial Distribution of the maximum wind speeds i n -l ms 

Fig .19 Spatia 1 Distribution of the minimum wind speeds in 
-1 

- mean ms 

F1g . 20 Spatia 1 Distribution of the wind speed i n ms 
-1 

range 
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3. 2 RESULTS FRO ?RI CIPAL "'0 PO E T A ALYSIS 

Table 6 summarisestne results ob ained wnen t e 

correlation matrix for maximum, minimum and mean wind 

speeds \-Jere subjected to Principal Component Analysis 

(P.C .A.) . Tne results indicated tnat with tne Kaisers 

criterion six eigenvectors were significant for both 

tne maximum and tne minimum, wnile only four were 

significant with mean winds . The six eigenvectors 

were subjected to ortnogonal varimax rotation . These 

six eigenvectors accounted for a minimum of 76% of 

the wind variance witn tne first eigenvector explaining 

a minimum of 30% of the wind variance . 

In tne rotated solution , more tnan 41% of tne 

variance could be accounted for by tne first eigenvectors . 

The rotated solutions indicated that only four eigen­

vectors could be retained in tne final solutions . 

The estimated c~ity values differed significantly 

from station to station witn a minimum value of 0 . 22 

observed at Makindu and a maximum value of 0 . 85 at 

Marsabit . 

The communality in tnis case indicates the 

proportion of tne total variance t eacn station tnat 

is explained by tne common empirical orthogonal vectors . 

Tne large variance in tne communality values indica e 

the nign spatial variations in tne wind characteristics 
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ove!" Ke ya. 

figures 2l(a) and 2l(b) presents tne spatial 

distribution of tne first and second eigenvectors for 

tne mean wind speeds . 

Tne first eigenvector was significant over 

most parts of Kenya. Large positive values of tne 

order of about 0 . 8 were concentrated around Marsabit, 

Maralal and Eldoret. Large positive values were also 

concentrated along the coastal region . 

Tne second eigenvector was significant east 

of tne central nignlands . Maximum values were 

centred around Garissa and Mandera . Large negative 

values were also observed over western Kenya . 

It was noted tnat around the Lake Victori;.• 

region {western Kenya) the first two eigenvectors 

were significant over most of tne locations . Hign 

spatial correlations within the various regions can 

also be seen in Figure 22 whicn gives tne spatial 

clusters of the 24 stations onto the two dominant 

eigenvectors. Similar cnaracteristics were dis-

cernible from tne interstation correlations . 

From tne results of the Principal ~omponent 

Analysis, it was evident tnat some stations tend 

to cluster together into similar eigenvectors, indicating 

nigner degree of associations among them . Sucn · 

stations were tnerefore put under one nomogeneous wind 

categories . 
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In ordet to classify the various wind stations 

i to .ne va io s nomoge eous regional groups, tne eigen­

vector(s) nicn wee s'gni.icanT y correlated witn eacn 

s ation ere noted. T .e grou ings were then finally 

based on tne spatial patterns formed by these major 

eigenvector( s) . 

Figure 23 presents tne nomogeneous wind cate ­

goreis as obtained from tne spatial patterns formed 

by tne major eigenvector(s) . A total of eleven nomo­

geneous groups were discernible from the orthogonal 

varimax solution . These were designated by the letters 

A,B , ..• . ,K as snown in tne figure . Similar spatial 

coherence were obtained from the spatial patterns of 

tne dominant eigenvector( s) wi tn both the maximum and minimum 

winds . The boundaries between tne various homogeneous groups 

were , however difficult to delineate with the 24 stations 

used . 

The regional groupings as given in Figure 23 

generally signifies the influence of the relief and 

the large water bodies (Figure 5) . 

Tne mean month to month patterns of the winds 

are given in Figures 24 - 34 for tne various regional 

groups . Marked seasonal differences in tne wind 

patterns are discernible over the various regions . 

Detailed diffc..""ences are summarized in Table 7 . 

Figures26a and 26b give the month to month 

patterns of winds at airobi Embakasi and Wilson 

wnicn are located in tne same homogeneous group 
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(reg·on C) . -he seaso al pater soft e winds are 

quite s·milar aL tnese wo sites . Significant 

differences between he seasonal wind characteristics 

within tne various homogeneous groups are also quite 

evident in figures 2 -3 and Table 7 . 

Tne seasonal patterns observed from tne groups 

(figures 2 - 3 and Table 7) i.dicate that altnough 

tne seasonal migration of the sun plays some significant 

role in tne seasonal distribution of the winds over many 

areas, tne local factors such as topography , large water 

bodies and vegetation also play some significant role . 

In tne next section, we will present the results 

obtained witn the various statistical distributions . 
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TABLE 6 - RESULTS OF THE P INCIPAL COMPONENT ANALYSIS FOR THE 

WINDS. 

l.mWn Winds 

Unrotated Solu ion Rotated So1u ion 

Eig n Eigen \ of \ of cumu- Eigen- \ of % of Cumu-
Value Value Total lative Value Total lative 

o . Variance Variance Variance Variance 
!extracted ~xtracted 

(A) (B) (C) (D) (E) (F) (G) 

1 7 .04 29 . 3 29.3 6 . 79 41.8 41.8 

2 4.63 19.3 48.6 4.35 26 . 8 68 .6 

3 . 2 . 54 10.6 59.2 2.30 14 . 1 82.8 

4 1.60 6 . 7 65.9 1.29 8 .0 90 . 7 

5 1.28 5 .3 71.2 0.91 5.6 96.4 

6 1.14 4 . 8 76 .0 0 . 59 3 . 6 100 .0 

7 0.87 13.6 79.6 - - -
8 o. 73 3 . 1 02 . 7 - --

l 

Minimum Winds 

(A) (B) (C) (D) ( E ) (F) ( G ) 

1 8.56 35.7 35.7 8 . 33 50 . 6 50 . 6 

2 3.33 13 .9 49 . 5 3 . 14 19 . 1 69.7 

3 2.68 11.2 60.7 2.33 14.2 83 . 9 

4 1.46 6 .1 66.9 1.13 6 .9 90.7 . 
5 1.26 5.3 72.1 0.80 4 . 8 95.5 

6 1.18 4.9 77.0 0. 73 4.5 100.0 

7 0.82 3 .4 80.5 - - -
8 o. 74 3.1 83 . 5 I - - I -

Mean Winds 

(A) (d) I (C) (D) '< E} 
I 
( F) ( G) 

1 10.13 142.2 42.2 9 . 91 54.6 54 .6 

2 5 . 27 22.0 64.2 5.03 27 . 7 82.4 

3 2.18 9.1 73.3 1.93 10 . 6 93.0 

1: 
1.53 6 . 4 79.7 1.27 7 .0 100.0 

0.72 ·.3 .0 82.7 - - -
0. 54 2 . 2 ,84.9 - - -

)I 

I 
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TABLE 1 - CHA. C ER'"STICS OF Tl E 0 THLY ARL T_O .. S 

0:- HE ·I SPEEDS T HE ARIOUS REGIO S 

Region (re-re­
senta ive sta­
tion ) 

A 

( arsabit) 

·B 
(Malindi) 

c 

Temporal Characteris ics of tne Mean 

ontnly ariations of the ~ind Speeds 

Tne aximum and minimum •inds snow 

unimodal seasonal pattern witn peak 

values centred around arcn (Fig . 24) . 

Tnere is a tendency for a bimodal pattern 

witn minima occurring around Marcn- April 

and ovember- December (Figure 25) . 

(NRB Embakasi) Tne maximum and minimum winds depict a 

unimodal pattern witn very large seasonal 

D 

(Eldoret) 

range . aximum wind values occur 

during January- February and minimum 

around September- October (Figure 26a, b) 

A unimodal seasonal pattern witn small 

seasonal range . Peak values occur in 

Marcn-April and m.ininum during July-August 

(Figure 27) . 
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TA LE - CO T' 

------------~-----------------------------------------------·----
Region 

E 

(Lamu) 

F 

(Moyale) 

G 

CGarissa) 

H 

C yeri) 

I 

CMakindu) 

J 

( akuru) 

Temporal Cnaracteris ics of tne Mean 

on nly Variations of tne ind Speeds 

A te dency for a u modal seasonal 

distribution witn maxima and minima 

during June - August and Marcn -April 

respectively (Figure 28) . 

A bimodal pattern wi~n July and Dece-

mber- January peaks for tne maximum winds 

wnile the minimum winds had peaks during 

January and S~ptember-October (Figure 29) . 

The pattern is unimodal witn maximum and 

minimum occurring during August-September 

and January - Marcn respectively (Figure 30) . 

A unimodal dis ribution witn maximum during 

April-May (Figure (31) . 

Has very small seasonal range and tne wind 

speeds are generally low . (Figure 32) 

Unimodal patter s for he maximum winds and 

bimodal seasonal distribution for tne 

minimum winds witn maxima of tne (max and 

min)winds occurring at different months 

(Figure 33) . 
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TABLE 7 - C 'D 

Region Ter.poral Cnarac eristics of tne Mean nthly 

Vari.atio s of tne ind Speeds . 

K Basically , tnis is a un imoda distribution . 

(Kisumu) T e maximum winds decrease between February 

and August tnen remains constant . The 

minimum winds snow slignt seasonal c nanges 

(figure 34) . 
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3 . 3 RESULTS FRO THE FI~TED ISTRIBUTIO. S 

In tn~s section we will discuss tne resul s 

obtained w·tn tne various stat~stical parameters . 

Tne parameter of tnese models will be discussed first 

followed by tne tests of goo& ess of fit . Tne best 

distribution will finally be used to determine tne 

wind power potential at tne various sites . 

3 . 3.1 THE 2- PARAMETER LOG ORMAL DISTRIBUTIO 

Tables 8- 10 give tne moment and maximum like­

linood estimates for tne 2 parameter Lognormal dis­

tribution for tne mean as well as the maximum and 

minimum wind speeds . 

In table 8 we see that tne ML estimates for 

the variance are small at most sites like Marsabit Mal~ndi, 

Mandera eX.c . Tne variance ranged from 0 . 04 at Moyale to 

0 . 24 at Thika . It can also be seen that most sites nave 

negative skewness while some sites nave values close to 

zero indicating tendencies for normal distributions 

Table 1~ g ·ves the results of tne goodness of 

fit tests as obtained from tne three tests namely 

the Kolmogorov-Smirnov, tne Chisquare and tne root 

mea square (residual) error tests . 

At 5\ significant level, the 2 parameter log­

normal distribution was found to give poor fits at 

two stations· Eldoret and Lam Tne maximum Kolmogorov 
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deviations a nese si es were 0 . 12 and 0 . 13 respec ·vely . 

A possible expla ion o his lack of good co ld 

be attributed to tne skewness of t e istribution w ich 

were largely nega ive a tnese sites . Tnis implies 

tnat mos of the wind speed observations a hese two 

sites fell below tne actual mean value giving large 

negatively skewed disLribution . 

Tne root mean square ( residual) error test 

snowed tnat tne 2 parameter Lognormal was not a good 

fit at 5 stations namely lindi, Kisumu , Eldoret , 

Lamu and arok . A value of ( £
2 < 0 . 002) was considered 

to be a good fit. 

Tne x2 test indica ed poor fit at 5\ significant 

level at 8 stations as underlined in the table . Tne 

worst fits were obtained at Lamu, Malindi Makindu 

and Eldoret . 

In general, tne 2 parameter lognormal distri­

bution appears to be a relatively good distribution 

for modelling tne surface wind speeds since it was 

able to fit 22 sites (K- S test) . 

3.3.2 THE 3 PARAMETER LOG ORMAL DISTRIBUTIO 

Table 12 - 1 give the tnree computed parame ers 

for the 3 parameter Lognormal dis ribution . Tne 

tables indicate tha no convergence could be reacned 

after 25 iterations at six s1:a ions . Tnese stations 

included all tne coastal stations of alindi , Mombasa 
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and Lamu together witn Eldoret and arok . 

Table 15 gives he res lts of goo ness of fit 

for the various tests used . The Kolmogorov-Smirnov 

test indicated tnat the critical values were exceeded 

a two stations amely Tnika and airobi Embakasi 

while the root mean square (residual) test gave 

good fits at 10 stations . Tne worst fits were again 

obtained with Eldoret and Lamu records . 

The x2 - test indicated poor fits at four 

sites namely , Thika , airobi Embakasi and Lamu . 

We may conclude that tne 2 and 3 parameters 

~ognormal distribution gave fairly good fits at a 

number of stations . These distributions cannot now­

ever, be used to describe the wind characteristics 

over some parts of Kenya. 

3 . 3 . 3 THE PEARSO A D LOGPEARSO III DISTRIBUTIO 

The parameter estimates for the Pearson and 

Log Pearson distributionsare given in Tables 16 an~ 

17 respectively . It can be observed from these tables 

that the distrib tions were rather poor at a number 

of s a io s . o convergence could be obtained at 

10 s a ions namely, Malindi , Lamu Wajir Eldo~et 

Meru Ki a e 

Dagoret i . 

arok , Garissa, akuru and Jairobi-

In general , only the distribution parameters 

of 14 stations could be estimated with both tne 
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TABLE 8 - THE L0 ORMAL 2 PARAMETER EST l TES 

FOR THE MEAN WIND SPEEDS. 

Station Name I ·~ 

Method of Moments Method of Maximum Likellhood l 
-

Mean Variance Skew Mean I Variance Skew 
(IJ) . (o2) (Y) c IJ > I (02) ( 'Y ) 

Nyeri 3 . 62 l. 74 0 . 45 1.22 0 . 15 -0 . 34 

Marsabit 5 . 92 2 . 28 0 . 92 l. 75 0 .06 0 . 13 

Ma1indi 5 . 39 2 . 20 0 . 04 1.64 0 . 09 -0 . 42 

Mombasa 5 . 48 2 . 72 0 . 06 1.66 0 . 10 -o . 43 

Lodwar 5 .91 l. 76 1.19 1.31 0 . 10 0 . 33 

Moya1e 4 . 23 o . 71 0 . 51 1.42 0 . 04 0 .03 

Mander a 4 .89 1.91 0 . 41 1.55 0 .08 -0 .15 

Mara l a1 5 . 75 1.62 o . 55 1.72 0 . 05 -o .17 . 
Kericho 4 . 11 1.92 0 . 21 1.35 0 . 14 -0 . 64 

Kisumu 3 . 54 l. 72 0 . 64 1.20 0 . 13 0 . 17 

Wajir 4 . 65 1.37 -o . 04 1.50 0 . 07 -o . 49 

E1doret 4 . 70 1.87 -o . 30 1.50 0 . 11 -0 . 86 

Meru 3 . 73 1.22 0 . 46 1.27 0 . 09 -o . ll 

Kita1e 2 . 94 0 . 49 0 . 22 1.05 0 .06 -o .o4 ~ 
Thika 3 . 24 2.73 1.06 1.06 0 . 24 0 . 20 

NRB Wilson 4 . 62 1.96 0 . 26 1.48 0 . 10 -0.39 

NRB Embakasi. 4 . 70 2 . 58 0 . 68 1.49 0 .11 0 . 14 

Makindu 2 . 43 0 . 88 0 . 64 0.81 0 . 14 0.20 

Lanu 4.00 1. 70 -o . 37 1.32 0 . 16 -1 . 30 

Voi 3 . 69 0.94 0 . 22 1.27 0 .08 -0 . 42 

Narok 2 .80 1.16 -o . 18 1.09 0 . 16 -1.15 

NRB Dagoretti 3. 76 1.38 0 . 56 1.14 0 . 13 -0 . 16 

Garis sa 4 . 28 2 . 52 0 . 66 1.39 0 . 14 0 .03 

Nakuru 2 . 19 0 . 10 1.10 0 . 69 0 . 19 0 . 14 
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TABLE 9 - rHE LOGNORMAL 2 PARAMETER ESTIMATES FORM .·IMUM 

WI D SPEEDS. 

Station Name Method of 
r-tethod of M ximum Like1ihoo 

ments ' . . -. 
-~ 

I 

Mean of Var~ance Skew Variance Skew 
(~) (02) (y) (~) (o2) ( ) 

Nyeri 4. 72 0 . 79 0 . 66 1.53 0.03 0 . 14 1 
Marsabit 6 . 55 2 . 32 0.98 1.86 0.05 0 . 53 

Ma1indi 6.57 0 . 78 0 . 09 1.87 0.02 -0.43 

Mombasa 6 . 87 0 . 76 0 . 65 1.92 0 .02 0 . 31 

Lodwar 4 . 45 1.96 1.09 1.45 0 . 08 0 . 46 

t-ioya1e 4.57 0 . 57 0 . 64 1.51 0 .03 o . 21 

Mander a 5.13 1.90 0 . 41 1.60 0 . 07 -o.o7 

Mara1al 6 . 21 1.36 o . 73 1.81 0 . 03 o . 22 

Kericho 4 . 52 1.83 0 . 29 1.46 0 . 10 -o . 23 

Kisumu 4 . 64 0 . 86 0 . 53 1.52 0 .04 -o . o6 

Wajir 5 . 17 0 . 85 0 . 13 1.63 0 . 03 -0.34 

Eldoret 5.24 1.07 0 . 03 1.64 0 .04 -0.40 

Meru 4.44 0 . 96 0 . 14 1.47 0 .05 -o.30 

Kitale 3 . 54 0 . 16 0 . 04 1.26 0.01 -0 . 28 ~ 
Thika 4.48 2 .11 0 . 84 1.45 0 . 10 0 . 19 

NRB Wilson 5 . 49 1.61 -o . 24 1.67 0.06 -0.50 

NRB Embakasi 5.74 2 . 37 0 . 02 1.71 0 .08 -0.34 

Makindu 3.16 0 . 58 -o .o7 1.12 0 . 07 - 0 . 55 

Lamu 4 . 71 0 . 88 0 .11 1.53 0 . 04 -0.42 

Voi 4 .01 0 . 68 0 . 35 1.37 0 .04 -0.21 

Narok 3 . 90 0 . 82 -o . 8s 1.33 0.08 - 1 . 61 

NRB Dagoretti 4 .06 1.16 1.08 1.37 0 . 07 -0.24 

Carissa 4 . 51 2 . 99 0 . 69 1.44 0 . 14 0 .08 

Nakuru 2 . 96 0 . 70 1. 38 1.05 0 .07 0 . 53 

~ 
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TABLE 10 - I.'HE LOG ORMAL 2 PARAMETER ESTIM/\ ES FOR 

MINIMUM WI 0 SPEEDS. 

Station Name 
I Method of to x1.mum Likc1ihoo 1 Method of Momen~~.t •. ~s. . 

I 
. 
I 

Mean Variance Skew Mean I variance~ Skew 
(~) (a2) ( Y1) (lJ) (a2) (Y1) I 

I 
Nyeri 2 . 52 0.27 - 0 . 45 1.02 0.02 0. 21 

Marsabit 5 . 29 1.47 0 . 74 l. 41 0.05 0 . 51 

Mombasa 4 . 21 0.82 0. 42 l. 4 3 0.03 -o . 48 

Lodwar 4 . 09 0 .7 9 0. 34 1.61 0.02 0. 28 

Moya1e 3 . 36 0.98 1.05 1. 3 2 0.08 -0.44 I 

Mander a 3 . 88 0.62 0 . 84 1.18 0.03 0.42 

Mara1a1 4. 6 5 1.82 0 . 42 1. 73 0 . 07 0 . 22 

Ma1indi 5 . 29 1.47 0. 74 1. 22 0 . 03 0. 29 

Kericho 3 . 70 1.69 0.11 0 . 98 0 . 09 0. 34 

Kisumu 2 . 43 0 .1 2 0 . 10 1.11 0.04 -0 . 41 

Wajir 4 . 14 l. 37 0. 37 1. 60 0.06 -0 . 23 

E1doret 4 . 16 2.12 0 . 06 1. 48 0.01 0 . 46 

Meru 3 . 01 0.46 0 . 13 1.14 0.06 0.12 

Kita1e 2.34 0.09 0 . 49 1.09 0.04 0 . 88 ~ 
Thika 2 . 00 0.27 0. 92 1.03 0 . 05 0 . 69 

NRB Wilson 3 . 76 0.82 -0.18 l. 22 0.02 0.71 

NRB Emba.ka s i 3.66 0.64 0. 27 l. 38 0.06 0 . 33 

indu 1 . 69 0 . 11 1.02 1.41 0.01 -0 . 14 

Lamu 3 . 29 1. 57 -0.22 1.01 0 . 02 0 . 3 2 

Voi 3. 36 0 . 99 l. 55 1. 28 0.08 0 . 97 

Narok 2.51 0 . 67 -1.06 1.44 0 . 11 - 0 . 44 

NRB Dagoretti 2 . 59 0 . 53 0 . 23 1.01 0 . 13 -0.24 

Garis sa 4.04 1. 98 0 . 38 l. 28 0 . 04 . 0 . 78 

' Nakuru 1.42 0.11 0.62 1. 81 0 . 01 0.57 

I 

. 
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Tr BLE 11 THE 2 P.\RA IETER LOG 'ORH 1. TESTS 0 

GOOD 'ESS-OF-FIT . 

I I 

Station arne K-S Residual Error 

De iations 
(£2) at 0 .05 S . L 

yeri 0 . 06 0 . 001 
Marsabit 0 . 03 0 . 0004 
Mombasa 0 . 09 0 . 002 
t-1a1 indi 0 . 09 0 . 003 

Lodwar 0 . 04 0 . 0006 

Moya1e 0 . 02 0 . 0002 

Mandera 0 . 03 0.0005 

Mar ala1 0 . 007 0 . 00002 

Kericho 0 . 08 0.001 . 
Kisumu 0 . 04 0 . 003 

Wajir 0 . 09 0 . 002 

E1doret 0 . 12 0 . 004 --
Mer u 0 . 03 0 .0004 

Kita1e 0 . 05 0.002 

Thika 0 . 06 0.001 

RB Wilson 0 . 06 0 .0006 

RB Embakasi 0 . 06 0 . 001 

~akindu 0 . 07 0 . 002 

Lamu 0 . 13 0 .063 --
Voi 0 . 02 0.0002 

arok 0 . 07 0 .003 
RB Dagoretti 0 . 03 0 .0003 

Garis sa o.os 0 .001 
a kuru 0 . 04 0 .0008 

2 
( X ) 

3 . 22 

3 . 01 
14 . 8 2 

27 . 46 

0 . 514 

3 . 63 
8.64 

5 . 38 
8 . 04 

19 . 26 

17 . 19 

22 . 15 

8 . 92 
5 . 79 

~ . 48 

5 . 93 

9 . 40 
26 . 55 

52 . 45 

1.48 
18 . 17 

5 . 58 

6 . 65 

8 . 43 



- 86 -

TABLE 12 - THE LOG ORMA:.. 3 PARi METE. J:"STI 1ATES BY 

MAXIMU LIKELIHOOD PROCEDURE FO E I D 
SPEEDS. 

etnod of aximum i...i el inood 

(~) Mean l (a 2) Var Skew (y) Lower aound 

.tn(x -x ) 
0 

tn(x-x
0

) .tn(x-x 0) 
(xo) 

Nyeri 1. 58 0 . 07 - 9 . 38xl0 - 4 
1. 40 

Marsabit 1. 66 0 . 07 9 . 13xl0 - 4 o. 4 5 

Ma1indi - - - -
Mombasa - - - -
Lodwar 1. 04 0 . 17 0 . 0032 0 . 82 

Moya1e 1. 29 0 . 05 -0.00041 0 . 50 

Mandera 1. 72 0 . 06 -0 . 00071 -0 . 88 

Mara1a1 1. 99 0 . 03 5 . 9xl0 - 4 
-1.69 

Kericno 2 . 52 0 . 01 - 3 . 0xl0 - 4 
-0.84 

Kisumu 0 . 67 0. 37 - 0 . 035 1. 22 

Wajir - - - -
E1doret - - - -
Meru 1 . 34 0.08 - 0 . 0016 -0.25 

Kita1e 0.64 0.13 - 0 . 0078 0 . 93 I Thika 0 . 78 0 . 40 - 0 . 024 0 . 60 
! 

NRB Wilson 2 . 15 0.03 -0 . 0014 -4.13 

RB Embakasi 1 . 17 0. 21 - 0 . 0094 1.14 

Makindu 0 . 0 0 . 32 - 0 . 019 0 . 70 

Lamu - - - -
oi 1. 21 0 .01 - 0 . 015 0 . 82 

arok - - - -
RB Dagoret:t:' 1. 27 0 . 10 - 2 . 7lx10 - 4 -4 . 84 

Garis sa 1 . 13 0 . 23 - 0 . 0022 0 . 42 

a kuru 0 . 29 0 . 42 - 0 . 052 0 . 57 
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TABLE 13 THE LOG '0 

BY tAXI IU.I LIKELIHOOD PROCEDURE FOR 

MAX I 1Ud ·y 1DS . 

Station 'arne lean aria nee Ske\\' 
2 I 

( ~) (0 ) (Yl) 

yeri 1. 24 0.07 -0. 00027 

Marsabit 1.08 0. 21 -0.0012 

tal indi - - -
Lodwar 0. 7 5 0.32 -0.015 

Moyale 1.07 0.06 -0.00028 

landera - - -
Marala1 1.41 0.07 -0.0003 

Kericho 1.88 0.04 -0.0005 

Kisumu 1.62 0.03 1.58x10 -5 

Wajir 2.90 0.003 6.8x10- 7 

Eldoret - - -
Mombasa 0.98 0.10 -0. 002 

Meru 2.54 0.006 -0.000008 

Kita1e - - -
Thika 1.10 0.22 -0. 01 

RB \ ilson - - -
RB Embakasi - - -

<fakindu - - -
Lamu - - -

Voi 1.77 0 . 02 -1. 24x10-s 

arok - - -
RB Dagoret i 1.86 0 .03 -0. 0002 

Garissa 1.12 o. 26 -0. 02 

akuru 0.58 0.16 0.004 

Location 
pa rame cr 

I Xo 

1.14 

3. 29 

-
1. 97 

1. 58 

-
1.96 

-2.15 
-0.48 

-0.001 

-
4.07 

-8.25 

-
1.37 

-
-
-
-

-1.89 

-
2.42 
1.02 

1.01 
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TABLE 1 - THE LOG OR.I 

lAX! 1U I LI ELIHOOD ROCEDURE OR II I IU t \I OS 

Stat ion arne lean Variance Skew I Lac tion 

( U) ! 0 
2 

(yl) 
parameter 

J 

( XcY 

yeri - - - -
1arsabi t 1 . 74 0.0 0 . 0002 -0.52 

Mombasa 1.54 0.04 -0.0002 -0.55 

Lodwar 0.93 0 . 13 0 . 002 0 . 66 

Moya1e 0 . 67 0 . 14 -0.002 1. 79 

Mander a 1. 66 0.06 -0.008 -0.76 

tara1a1 1. 74 0.0 0 . 0002 -0.52 

Malindi 2 . 86 0 . 006 -0.000008 -0.001 

Kericho 1. 89 0 . 02 -0.0002 -0.03 

Kisumu - - - -

Wajir 1.16 0 .13 -0.004 0. 76 

E1doret 2.89 0 . 006 -0.00002 -0.001 

Meru 1.38 0 . 03 -0.0003 -0.01 

Kita1e - - - -

Thika 0.77 0.06 0.0006 0.21 

RB Wilson - - - -
RB Embakasi 1. 56 0 03 0 . 0002 0. 27 

takindu 0.33 0.05 0.001 -
Lamu - - -0.0007 -0.22 

Voi 1. 24 0.08 -
arok - - - -

NRB Dagoretti 1. 25 0 . 04 -0.0006 0 .. 98 

Garissa 1. 22 0.16 -0.009 0.39 

a uru o. 24 0.06 -0.001 0.11 
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TABLE 15 TESTI."G THE GOOD ·SS OF FIT OF HE 

3 PARA.1ETER LOG '0 \L DIS RIBU' I 0 . 

Station 'a me I 
K-S Residual Error ( X2) 

Deviation I 
( £2) 

at 0.05 S.L. 

yeri 0.09 0.002 12.92 

Marsabit 0.03 0 . 0003 3.01 

tomb a sa - - -
fal indi - - -

Lodwar 0 . 02 0 . 0002 0. 51 

Moyale 0.02 0.0002 3.64 

Mandera 0.03 0 . 0005 8.6 --
Ma ralal 0.02 0.00009 5.31 

Kericho 0.03 0.0003 3.43 

Kisumu 0.09 0 . 002 22.59 

Wajir - - -
Eldoret - - -
Meru 0.03 0.0004 8 .9 2 --
Kitale 0 . 07 0.002 16.47 

Thika 0 . 15 0.003 39.75 --
RB Wilson 0.06 0.0009 . 9 . 4 9 

NRB Embakas i 0.15 0.003 29 . 11 --
Makindu 0.07 0.002 . 18 . 46 ---
Lamu - - -
Voi 0.03 0.0002 1.48 

. arok - - -

.'RB Dagorctti 0.02 0 .0002 5 .58 

Garis sa 0.08 0 .002 .13 
f 

akuru 0.10 0.002 12.74 

.... 
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T BLE 6 P RJ 1ETER ESTI TES FOR THE PE RSO II I 

DISTRIBUTIO BY lAX! tU t LIKELIHOOD ROCEDURE 

FOR .IE I L'DS . 

I Station 1ame I 1ean aria nee Ske 1pha Be a Gamma 
I 

I (O 
2 ) (Y ~ ) 

(lJ ) ..... (a: ) (S ; <xo> 

yeri 3 . 62 1. 78 0 . 76 0 . 51 6 . 93 0 . 10 
Marsabi 5 . 92 2 . 18 0 . 69 o. 51 8 . 4 1. 62 
1a 1 indi 5 . 39 2 . 21 0 .04 - - -
1omb a sa 5 . 48 2 . 72 0 . 23 0 . 19 76 . 70 -0 . 89 
Lad war 3 . 91 1. 63 0 . 98 0 . 63 4 . 15 1. 31 
toya1e 4 . 22 0 . 72 0 . 69 o. 29 8 . 39 1. 76 
1andera 4 . 89 1. 96 0 . 72 o. 51 7. 65 1.02 
taralal 5 . 75 1.60 0 . 47 0 . 30 18 . 14 0.37 

Kericho 4 . 11 1 . 93 0 . 37 0 . 29 28 . 69 -3 . 33 
Kisumu 3. 54 1.86 1.33 0 . 91 2. 26 1 . 48 
aj ir 4 . 65 1. 3 7 - 0 . 04 - - -

Eldoret 4 . 70 1.87 - 0 . 31 - - -
Meru 3 . 73 1 . 22 0 . 49 - - -
Ki ale 2 . 94 0 . 49 0 . 23 - - -
Thika 3 . 24 2 . 79 1. 5 1. 21 1. 81 0 . 94 

RB \ i1son 4 . 62 1. 99 0 . 52 0 . 37 14 . 68 -0 . 78 
RB Embakasi 4 . 70 2 . 73 1.12 o. 97 2. 91 1. 88 
akindu 2 . 43 0 . 94 1.30 o. 63 2.36 0 . 94 

Lamu 4 . 01 1.69 - 0 . 38 - - -
oi 3 . 68 0 . 9 0 . 36 0 . 18 30 . 57 -1 . 68 
'arok 3 . 22 1.16 - 0 . 19 - - -
RB Dagorc ti 3 . 33 1. 38 0 . 60 - - -

Garis sa 4 . 2 7 2 . 53 0 . 70 - - -
a kuru 2 . 19 0 . 99 1.18 - - -
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T BLE 17 - PARA IETER EST! IATES FOR TilE LOG- P RSO ' 

III DISTRIBUTIO. BY 1AXL1U.1 LIKELIHOOD 

PROCEDURE FOR IE \ I D SPEEDS 

Station arne Mean Variance Ske\ Alpha Beta 
2 

( y,) ( « ) ts) (~ ) (0 ) 
..... 

yeri 3 . 62 1;78 0 . 76 0 . 51 6.93 

Marsabit 5 .92 2 . 18 o. 69 0 . 51 8 . 47 

alindi 5 . 39 2 . 21 0 . 04 - -
Mombasa 5. 48 2 . 72 0 . 23 - -
Lodwar 5 .91 1. 63 0 . 98 0 . 63 4 . 15 

Moyale 4 . 22 0 . 72 0 . 69 0 . 29 8 . 39 

fandera 4 . 89 1 . 96 0 . 72 0 . 51 7 . 65 

1aralal 5 . 75 1.60 0 . 47 0 . 30 18 . 14 

Kericho 4 .11 1.93 0 . 37 0 . 29 28 . 69 

Kisumu 3 . 54 1.86 1 . 33 0 . 91 2 . 26 

Wajir 4 .65 1 . 37 -0 . 04 - -
Eldoret 4 . 70 1.87 -0 . 31 - -
Meru 3 . 73 1 . 22 0 . 49 - -
Ki ta l e 2. 94 0 . 49 0 . 23 - -
Thika 2 . 24 2 . 79 1 . 45 1. 21 1. 81 

RB Wilson 4 . 62 1. 99 0 . 52 0 . 37 14 . 68 

RB Embakasi 4 . 70 2 . 73 1 . 12 0 . 97 2 . 91 

dakindu 2. 43 0 . 94 1 . 30 0 . 63 2 . 36 

Lamu 4 . 01 1. 69 - 0 . 38 - -

Voi 3 . 68 0 . 94 0 . 36 0 . 18 30 . 57 

arok 3. 22 1.16 - 0 . 19 - -
RB Dagorett i 3 . 33 1 . 38 o. 60 - -

Garis sa . 27 2 . 53 0 . 70 - -
akuru 2. 19 0 . 99 1 . 18 - -

Gamma 

(xo) 

0 . 1 

1.62 

-
-

1. 31 

1. 76 

1.02 

0 . 37 

-3 . 33 

1. 48 

-
-
-
-

0 . 4 

-0 . 78 

1.88 

0 . 94 

-
-1.68 

-
-
-
-
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Pearson I and tne Log Pearson III Distribu ions. 

It may be concluded nat he SLatis ical distribution 

of tne winds at many Kenyan sites do not generally 

conform to tne Pearson III and Log Pearson III 

distributions . 

3.3. THE 3 PARA ETER WEIBULL DISTRIBUTIO 

Since tne 2 parameter eibull model can be 

inferred from tne 3 parameter Weibull distribution 

(Table 2) only the results for tne 3-parameter 

weibull distribution will be discussed here . 

Tne parameters for tne eibull 3 parameter 

distribution are given in Table 18 . It can be 

observed rom tnis table that a number of sites nave 

yositively skewed Weibull distribution . It can be seen 

as well that all sites nad positive location parameter 

(x
0

) wnile tne snape parameter <a> takes a mean value 

of about 2 . 20 . The scale parameter («) varies in 

accordance witn the mean wind speeds. Higher mean 

wind speeds tend to give larger values for the scale 

parameter(«) . Both the shape and scale parameter 

varied significantly from site to site . 

Table 19 gives tne results of goodness of fi 

for the 3 parameter Wcibull distribution . The 

Kolmogorov-Smirnov test snowed tnat tne maximum 

deviation was never exceeded at all tne sites at 5\ 

significant level implying good fits . Likewise the 
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root mean square (residual) errors gave smaller values 

of (£
2) at all s~ations snowing good fits of tne 3 

parameter eib 11 distribution . Similar resul s were 

also obtained witn the x2 - test . 

We ay tnerefore conclude tnat he 2 parameter 

lognormal and tne 3 parameter Weibull distributions 

fitted wind data best a~ many Kenyan sites . Tne tnree 

. parameter eibull distribution nowever, fitted best 

the w~nd speed daLa from all sites . Tnis distributio 

will tnerefore be used in the next section to determine 

the wind power potential at tne various sites. 

3.4 WIND POWER POTE TIAL AS DERIVED FROM THE THREE 

PARAMETER EIBULL DISTRIBUTIO . 

Table 20 gives tne corrected mean air density 

at tne various stations as computed from equation (56). 

It can be seen tnat station at low altitudes nave 

nigner mean air densities tnan the ones at nigher 

altitudes which is to be expected since density de -

creases with increasing height . 

Table 21 and figure 35 give the mean wind 

power density at lOrn above the ground as derived from 

the weibull model assumming a horizontal open terrain 

as given in e uation (62) . It was observed tna tne 

patterns of tne mean wind power density closely re ­

semble tnose of tne mean wind speeds . Sites witn 
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r. ..:.gner mean wi. speeds (. arsab..:.~ ra __ , 

Morn.basa a·rab· Embakasi an .an er ~vere a ... o 1: . e 

si es :.vi ... n gr-ea er va ·es of me-" .. 1..:.r: po• .. er- e .. si-r:, . 

arsabi t snowed t e n · gnes~ wind power (fable _1) 

( 18 " . I 2 > - l . b ' ( I 2 > . ~ m -o _owea y ·ara_-_ 5 . 7 m 

wr.i e Malinci and ombasa nad nearly eq al wi 
? 

power densi1:ies (::o . o .. / m-) . : reas 'Hi n • ocera-re 

wind power paten-rials included .airobi Embakasi (80 . 3 
') 

~ 1m2 ) Mandera (76 . 

~: 1m2 ) . 

N lm-) and Garissa (75 . 5 

Low w · nd power areas incl ded :!aKind 

K"tale and ak r ( ess nan 20 . 0 ~ 1m2 ) 

'arok 

In general , tne magni udes of nese wind 

power ensi~ies as comp e from ~ne ~ parame-rer 

Veibull distrib tion were relat~ve y nigner as co~-

parea to ~~ose ob ained by ~n·pei:a (l976) . His 

nignest mag i tudes were of tne order of 100·0 

T e relai:"vely low wind powers as obta · e by Cnipe a 

(1976 ) could nave been as a result of tne errors in-

nereni: ..:.n sing t.e wid spee ai:a (c bed) from tne 

freq ency tables . 

Some ex p es of ~· e seaso. l c .. arac-reris ... ics 

of t~e wind power are gi\/e in figures 36 - 39. Tne 

sites · ncl·dec arsabii: (Regie. A) .a:..:.ndi (Region 8) 

Gar ·ssa (Region G) and Kis mu (Region K) . It was 

no ed tna~ al tnoug~ nere were large ··ar · at..:.ons :"_n 

.:ne seasona ... c .. aracteris-rics oc ~ne s rface wind 
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powers at many locations substantial powers were 

available around tne arsabi I aral 1 regio tnrougn -

out the year . The seasonal patterns of tne wind power 

were found to closely resemble he seasonal charac er-

istics of the winds which were presented in figures 

24-34 and table 7 . 

Tne frequency distribution of the winds obtained 

using tne 3 parameter weib l distrib tions at some 

sites are presented in figures 40 and 41 . These Veibull 

frequency curves for the wind speeds may be sed to 

determine tne best wind powered generator at the various 

locations as briefly described in the next section . 

3 . 4 . 1 USE OF THE WEIBULL FREQUUE CY DISTRIBUTIO 

CURVES 

Using equation (20) , i t as possible to draw tne 

Weibull frequency distribution curves for the various 

regions . Some examples of tnese curves are given in 

figures uo and 41 . The curves give the frequencies 

of the wind speeds at the various regions . 

The frequency curves nave been subdivided in-

to tnree sections namely low ( ) medium (II) and 

nign (III) wind categories . Section I are for wind 

speeds less tnan 3.6 ms - l wnile section II are for tne 

inds lying between 3 . 6 - 1 - 1 s and 8 . 0~s . Section 

III are for tne wind speeds greater tnan 8 . 0 - 1 but . less 
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n~gn variations in tne characteristics of tne wind 

speeds and nence tne otal wind powers a tne 

various location . Generally sites witn low val es 

of snape parameter and higner mean wind speeds do 

have hignest total mean wind power density (Justus 

and Hargrave (1978) . 

From these curves, it may be concluded that the 

potential sites for wind powered generators (small 

or medium output) appear to be centred around Marsabit, 

Malindi Eldoret and Moyale regions . Other regions 

witn significant potentials appear to be around 

airobi Embakasi and Wajir regions . Tnese 

potential sites can in general be also recognised 

by tneir respective location parameters x
0 

<Table 18). 

Sites witn relatively larger values of (x
0

) seem to 

be also tne sites witn reasonable potentialities with 
-1 respect to the cut-in velocity (3 . 6 fil s ) . 

Tne cumulative frequency curves for Marsabit, 

Malindi Eldoret and oyale regions are presented in 

figure42 . Tnese curves snow the percentage of time 

tne wind speeds are greater tnan a certain given 

value . For example , Marsabit region wnicn nad the 

nignest wind power potential (table 21) indicated 

that at least 95\ of the time ne wind speeds ex­

ceeded say 3 . 6 ~s- 1 . These cumulative curves are 

therefore impor ant inme evaluation of tne seasonal 

power expectation at any site . 
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TABLE 18 - THE \ EIBULL 3 PARAMET ·R EST I 1J\T ·S ·OR 

lEA. \ I. 'D SPEEDS BY f.IETHOD Of lAX I IU. t 

LIKELIHOOD PROCEDURE . 

Station arne Mean Variance 

(~} (o 2) ( yl) (S ) (« ) 

shape scale 

Nyeri 3 . 62 1 . 72 -4.13 2 . 26 3.98 

farsabit 5 . 92 2 . 34 -5 . 03 2.43 6.36 

Malindi 5 . 39 2 . 19 0.47. 2.27 5.80 

Mombasa s .48 2 . 61 -5.94 2 . 60 6.00 

Lodwar 3. 91 1. 75 0.60 2.05 4. 24 

~oyale 4 . 22 0 . 71 0 . 41 2 .39 4.47 

Mander a 4 . 89 1.88 -4.48 2.33 5 . 28 

taralal 5 . 74 1.68 -7.44 2 . 86 6.16 

Kericho 4 .11 1.88 -6.57 2 . 71 4 . 54 

Kisumu 3 . 54 1. 71 0 . 92 1.65 3.78 

Wajir 4 . 66 1.31 -8.93 3.09 5 . 04 

Eldoret 4 . 70 1 . 86 o. 29 3 . 10 5.23 

Meru 3.73 1.21 0 . 93 1 . 63 3.93 

Kitale 2. 94 0. 9 1 . 34 1.30 3.01 

Thika 3 . 24 2.71 1 . 20 1.40 3.46 

RB ilson 4 . 6 2 1.93 - 4 . 85 2 . 40 5.02 

RB Embakasi . 70 2 . 57 0.76 1.82 5.05 

Makindu 2. 4 2 0.87 0 . 96 1.60 2 .60 

Lamu 4 . 00 1.68 0.11 4 . 44 4 . 44 

Voi 3 . 68 0 . 93 0 . 18 4 .00 4 . 00 

arok 3 . 22 1.12 0 . 44 3.65 3 . 65 

RB Dagoretti 3 . 3 2 1.4 2 1 . 38 3 . 56 3 . 56 

Garis sa 4 . 27 2.51 1.10 4.52 4. 52 

a kuru 2.19 0 . 99 1. 54 2.26 2.26 

Ga a mm 

(xo) 
location 

0.82 

2. 4 3 

2 . 22 

1. s 7 

1. 31 

2 .34 

1.88 

2.32 

0 . 66 

1.44 

1.42 

1. 51 

1.98 

2.04 

0 .9 6 . 
1. so 
1.88 

0 . 97 

0.24 

1.05 

2 . 95 

1. 35 

1.98 

1.01 
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TABLE 9 - TESTI G THE GOOD ESS OF FIT OF THE 

WEIBULL 3 PARA ETER MODEL. 

Station a me K- S Residual < x2) 

Deviations Error Values 

at 0 . 05 S . L 2 S . L. 
(E: ) 

Nyeri 0 . 06 0 . 0009 3 . 22 I Marsabit 0 . 06 0 . 001 3 . 01 

Malindi 0 . 07 0 . 001 3 . 59 

Mombasa 0 . 06 0 . 001 3 . 99 

Lodwar 0 . 06 0 . 001 3 . 51 

oya1e 0 . 002 0 . 00009 5 . 37 

and era 0 . 01+ 0.0003 3 . 98 

Mara1a1 0.03 0 . 0004 3.63 

Kericho 0 . 03 0 . 0002 3.43 

Kisumu 0 . 06 0 . 001 3 . 67 

Wajir 0 . 05 0 . 001 3 . 71 

I Eldoret 0 . 0 0 . 0007 3 . 19 

Meru 0 . 04 0 . 0003 3 . 00 

Kita1e 0 . 05 0 . 0004 7 . 16 

Tnika 0 . 05 0 . 00009 5.93 

RB ilson 0 . 05 0 . 00008 3 . 10 

RB Embakasi 0 . 07 0.0002 6 . 45 

Makindu 0 . 05 0 . 001 3 . 69 

Lamu 0 . 06 0.001 1. 48 

Voi 0 . 03 0 . 0003 3.41 

aroki 0 . 04 0 . 0002 5 . 61 

RB Dagorett i 0 . 02 0 . 001 3 . 01 

0 . 06 0.0002 4 . 13 

'akuru 0 . 08 0.001 3 . 15 

at 0 .05 
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T.\BLE 20 - CORRECTIO 15 FOR .1E . IR DE. SITY . T 

ST TIO. S . 

Station . arne Barometric 11ean ir 

~yeri 

a j ir 

E1doret 

RB ~ i1son 

. RB Embakas i 

Pressure 

(mb) 

826 . 0 

867 . 0 

1008 . 1 

9 5 . 4 

901 . 1 

988 . 9 

795 . 3 

1011 . 5 

8 5 . 6 

887 . 3 

993 . 1 

9 .o 
901 . 1 

817 

902 . 2 

83 5 . 

1.1 

90 . 7 

10 2 . 3 

953 . 8 

815 . 3 

ti -3 . 5 
r ssa 99~ . ; 

kuru 81 . ~ 

31. 

30 . 2 

.) . 3 

39 . 8 

39 . 0 

0 . 3 

30 . 1 

35 . 5 
_g . 1 

36 . 9 

39 . 5 
9 . -

30 . 0 

32 . 8 

33 . 3 

31.5 

36 . 1 

36 . 

37 . 3 
-., -
.)"' • I 

30 . 0 

1. 

31.7 

Height 

13 5 

16 

566 

1113 

331 

2133 

3 

198 

11 6 

_Q84 

1555 

18-9 
15 9 

1891 

1891 

1000 

9 

560 

1890 

1891 

1-8 
1851 

RIOUS 

Correc cd 
mean air 

1 . 1 

1 . • •• 

1 . 07 

1. 0 

1. 11 

0 . 92 

1.15 

0 . 2 

1. 01 

1.12 

0 . 92 

0 . 98 

0 . 9~ 

0 . 9t 

0 . 9 

0 . 97 

1 . 03 

1. 13 

1. 08 

0 . 9 

0 . 95 

1. -

0 . 9 
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T. BLE 2_ ~IE. ' SURF. CE PO\ ER DE.'S ITY ESTI L\ TES I. 

lol 1 -"' ~ . 

1 Station .·arne Sur ace Po er Density in 
W/ m 

2 

.yeri 3 

..larsab it 

1 1.5 

Iomba sa 113 . 

oo . 
50 . 0 

lander a 76 . _ 

159 . 7 

Kericho 4U . 3 

Kisumu 38 . .... 

Waj ir 68 . v 

El oret 58 . 8 

37 . ~ 

15 . 2 

35 . 1 

\ i 1 son 4 . 

Embakas i 80 . 3 

12 . 7 

oi 35 . 

44 . 

arok 20 . 0 

.'airobi D go ret i 28 . 9 

7 5 . 5 

'akuru :!0 . 2 
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:' .. e _ es · ts 

!"0 Marsabit aralal ali i an 1ombasa nave 

g oc ?O en1:ia .it:.:es :or ·...,ind powe!"e · =>e .. era~:ors of 

c and sma _ o 't:?U't: its . 

Figure 3 snows a nypot: et:ical ?OWer o t?Ut 

c · r e for any w.! powered ge~era1:or . -:.e fie re 

• 2 tn 5 - wnile tne c t - ou 1: 
- 1 

· s at: 18ros . Tne maximum power 

0 1:? at mea w·na speeds of 6 . ms is o - 2 kw whi e 

-~e ra1:ed power o tput is ~w ~or ind s9eeds great:er 
- l nan lOros . Simi ar power outpuTs can be acnieved at: 

many locations i.1 :<enya once ;n•oper siting for tne wi .. c 

e.era1:ors are carried o t . 

Tne wind speeds generally ncrease witn heignt 

~e ~o tne general reduc ion in t e fr.:ction ~ effecTs . 

s tnougn tne wi d speeds a't: tne s rface may be 

less nan ne cut - in value for a wind generator the 

cut - ~n values may be cnieved 1: nig er levels above 

• e ~ rface ( Om) . In the next sec1:ion we w' ll 

escribe the results of tne vertical profile of tne 

• ind power as obtained from t:ne various me no·s . Tne 

eve l s · se · nere were 15 0 25 30 50 and 75 me-ers . 

3 . 5 RESU:..TS OF 1tii. D PO:· ER EXTRAPO ... A'""' _Ot 

Tne res lts from tne various exTrapolation 

et: .o s are prese 1:e ~:1 nis sect:ion . Tne f'rs1: 

e't: .• o para .. e1:ers (a:) a:1d ( S) -:o 

e:<trapo ate wind paver at various levels . Tne levels 
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used were 15,20,25,30 , ad 50 and 75 meters . 

Table 22 gives tne results of ne wind powers 

at the various levels using tne weibull extrapolation 

formulae . I was observed that tne mean wind power 

density increased substantially wi tn neight . Tne 

vertical profile of tne wind power for some sites are 

shown in figure 44 . It was eviden from tne gradient 

patterns tnat tne level between 25-30 meters could 

be the optimum level for wind power generations 

in Kenya before tne cost - benefit factors are considered. 

The second method was based on tne power law. 

In tnis case ~ = l/7 was used to estimate the wind 

speeds at tne various levels given above . The estimated 

wind speeds were tnen used to compute tne power den­

sities by cubing tnem directly and multiplying tne 

results by half tne mean air density . 

Table 23 gives tne wind power densities at tne 

various levels as obtained by tnis metnod . It was 

observed from the table tnat tne power increased sub­

stantially witn neignt . Tne metnod indicated tnat 

tne nigher tne level , tne greater is tne power . Rela­

tively low values of tne wind power were obtained a 

levels below 25m . The results at neigner levels seemed 

o be comparable to tnose obtained fro tne Weibull 

metnod . Tne results of tnis second me-rnod nowever 

may not be realistic due o the assumption made in tne 

computatio s of tne wind power . 

.. 



- 107 -

One sue assumptio was the use of a consta 

value (« = lj7 ) being assumed to apply at all he 

sites wnicn canno be the case . Other factors liKe 

stability conditions are not incorporated in he power 

law equation wnich mignt as well be a drawback to the 

results obtained witn tnis method . 

Tne last metnod attempted was based on the 

logarithmic power law (equation (65) ) . Table 24 

gives the power estimates a~ tne various levels using 

tnis method . It was evide t from the table that tne 

metnod over- estimated the wind power at all the levels . 

However , tne spatial distribution of the wind powers 

were identical to tnose observed witn the first two 

metnods (Fig re 45) . Some of tne weakness of tnis 

metnod were discussed under metnodology . 

Comparing the values obtained from the tnree 

methods , one may consider the estimates from tne 3 

parameter Weibull distribution to be more realistic . 
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able 2 - Mean Wind Power Densities t Var1ous Re1ghts above the 

2 

3 

5 

6 

7 

a 

9 

!.0. 

In 

112 

113 

114 

i15 

,16 

17 

18 

19 

20 

21 

22 
23-
2 

I 

Gr o und Using the Weibull Extrapolation Formulae . All 

Values in N/ M
2 

Beight in Meters above surface 

110 I I I 
15 20 25 30 so 75 

34 . 9 36 .0 37 . 2 38 . 5 39.7 44 . 3 48.8 

184 . 185 . 3 188 . 6 195 . 5 205 . 1 212.1 222.0 

111.5 121 . 2 129 . 5 136 . 8 143 . 3 165 . 3 187 . 

113 . 0 122 . 6 _)Q . 7 38 .0 144. ~ 166 .0 188.2 

60 . 6 61.5 6'l. • 6) . : 6 . .; ,. .6 75 .8 0 

60 . 0 60 . 1 61.7 63 . 5 65.5 72 .6 I 80.3 

85 . 3 88.3 99 .0 110.3 76 . 1 79 . 0 82 . 1 

159 - 7 161.6 165 . 7 170 . 4 175 . 2 193 . 7 213 .8 

44 . 3 6 . 7 49 . 51.8 53 .9 61.5 69.2 

38 . 2 38 . 5 40 . 3 40 .9 42.5 .0 48.3 

68 .0 74 . 3 79 . 7 84 . 3 88 . 5 102 . 5 116.2 

58 . 8 63 .0 70 . 7 75 . 2 79 . 3 92.6 105.5 

37 . 9 38 .9 39.7 41.0 42 . 47.3 52 . 5 

15 . 2 16 .1 17 .0 17 .9 18 .6 21.2 23 .8 

35 . 1 35 . 3 35 . 7 36 . 2 6.8 38 .1 41.5 

64 .9 68 . 7 72 . 3 75 .6 7 . 7 89 .4 100 . 2 

80 . 3 83 . 6 84 . 5 86 .1 87 .0 95 .0 104 .8 

12 . 7 12 . 8 13 .0 13 . 1 l3 . 7 14 .6 16 .1 

35 . 1 37 . 4 39 . 41.3 3 . ~ 49 .0 55 . 1 

44 . 3 49 . 3 53 . 57 .0 60 . 1 70 . 3 80 . 1 

20 . 0 22 . 1 23 .9 25 . 4 26 . 7 31.1 35 . 3 

28 . 29 . 2 29.') 30 . 7 31.5 34 . 7 38 . 3 

i'S . s 75 . 8 -,- ' 

I 77 . 3 82 . 2 86 . 2 94 . 

i 
I • J. 

0 . 2 10 . 3 10 . -l 10 . 5 10 . 8 ll.fi 1 , .1 

I 



- 110 -

TABLE 23 - £A PO.ER DE SITY EST! .TES AT VARIOUS 
... 

HEIGHTS AS OBTAI ED USI G THE 1/7 POWER LAW. 

ALL VALUES ARE I W;~2 

-=-. i Heignt in Meters Statl.on 

Code · 
10 15 20 25 

I 

30 I 50 I 75 

1 36.0 1+0 . 0 43 . 0 44 . 3 8 . 0 59.7 71.0 

2 156.1 173 . 6 195 . 4 204 . 9 220 . 1 275 . 8 328 . 1 

3 127.3 142 . 9 155 . 8 175 . 8 ). 7 6. 7 236.6 281 . 5 

4 127.0 142 . 7 155 . 5 173 . 1 1 6. 232.9 277.1 

5 50 . 0 53.9 55 . 6 58.7 62 . 78.9 9lt . O 

1-
6 62 . 4 66.7 74.6 82 . 2 105 . 5 110 . 6 131.6 . 
7 73 . 7 81 .7 89 . 2 105 . 5 125.6 142.0 168.9 

8 135.7 149 .9 167 . 7 215 . 2 
. 

233.6 289 . 6 341.1,6 

9 9 . 5 55 .1 59 . 7 62 . 4 67 . 2 83.9 100. 0' 
r-

10 36 . 2 39 .1 41.8 43:6 46.3 58 . 7 69 . 8 

11 . 83 . 0 93 . 0 101.2 111.1 l14 .1l 149.5 117:9 
12 78 . 3 80 . 6 87 . 7 94 . 3 107.6 126.9 151 . 0 
13 38 . 7 42. i 45.5 49 . 8 50 . 8 67.2 79 . 7 
14 18 . 6 20 . 4 22.3 23 . 5 26 . 6 31 . 6 37 . 6 
15 30 . 8 31.8 32 . 1 32.8 35.7 44.2 52 . 6 
16 68.9 76 . 7 83 . 2 93:7 105 . 7 126.1 150 . 0 
17 75 . 8 81.4 90 . 9 97 . 1 

:' 

115 . 2 130.7 155.5 
18 12 . 1 13 .7 

14.0 14 . 4 17 . 6 19 . 4 23 . 1 
19 63 . 0 6 . 5 70 . 3 71.6 85 . 7 96 . 3 114.6 
20 41 . 5 4 5 . 9 49 . 8 53 . 1 55 . 6 71.5 85 . 1 
21 32 . 5 3 5 . 1 37 . 8 6 . 1 53 . 2 62.0 73 . 8 - -
22 29 . 8 32 . 3 34 . 5 35 . 1 38 . 2 47.2 56 . 2 
23 6 . 8 70 . 5 75.6 85 . 7 105 . 3 115 . 3 137 . 2 
24 9 . 1 9.8 10 . 1 0 . 7 11.2 13.0 15 . ' 
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, 
TAB ... E 2 - 1EA WI D POWER DENSITY ESTIMATES AT 15 

lst:ation 
I I 
Code 

1 . 
2 

3 . -
4 --.5 

6 . 
7 ---
8 . -
:9 - . 

10 

11 
- ----

12 
1-
13 

I ~ 

14 

15 

16 
. 

17 

18" 
. -

19 

20 

21 

22 

23 

2 

20 , 25 30 , 50 A 'D 75• AS EXTRAPOATED BY THE 

LCGARI H IC PO ·,ER FOR ULA . ALL ALUES ARE I. 

vJI tt 2 • 

Heigh i t\ 

10 
I 

15 I 20 25 30 50 

36 . 6 52 . 5 60 .2 66 .7 72 . 3 89 . 7 
156 . 1 205 . 235 . 9 260 . 9 28 2 . 9 3 51 . 2 
127 . 3 179 . 2 205 . 6 227 . 7 -2 6 . 9 306 . 4 

I 1 27 . 0 182 . 1 210 . 0 232 . 6 252 . 2 313 . 0 
50. 0 53 .3 

I 
57 . 7 63 . 6 69 . 3 86 . 1 

62 . 4 76 . 6 87 . 8 97 . 3 105 . 5 130 . 9 
73 . 7 109 . 4 125 . 6 139 . 1 150 . 8 187 . 2 

1 35 . 7 265 . 7 205 . 7 216 . 4 283 . ' 351.8 
I 49. 5 70. 1 80 . 5 89 . 1 96 . 6 119 . 9 

36 . 2 52. 4 60 . 1 66 . 6 7 2 . 1 89 . 6 
83 . 0 109 . 7 I 125 . 8 13 9 . 4 151 . 1 187 . 5 
78 . 3 98 . 9 113 . 4 125 . 6 136 . 2 169 . 0 
38 .7 42 . 4 48 . 6 53 . 8 58 . 4 72 . 4 
1 8 . 6 22. 8 26 . 2 29 . 0 31.5 39 . 0 
30 . 8 51 . 9 59 . 6 66 . 0 71.5 88 . 8 
68 . 9 79 . 8 91.5 101 . 3 109 . 8 136 . 
75 . 8 111 . 2 127 . 5 141 . 3 153 . 2 190 . 1 
12 . 1 1 7. 8 20 . 22 . 7 24 . 6 30 .s 
63 . 0 79 . 2 90 . 8 100 . 6 109 . 1 135 . 4 
41.5 53 . 5 61.3 67 . 9 73 . 7 91.4 
32 . 5 46 . 53 . 2 58.9 6 3 . 9 79 . 3 
29 . 8 40 . 8 46 . 8 51 . 9 56 . 2 69 . 8 
6 . 8 103 . 2 118 . 3 131 . 1 142 . 1 176 . 4 

9 . 1 13 . 8 15 . 9 17 . 5 19 . 0 23 . 5 
I 

75 

105 

412 . 6 

359 . 9 

367 . 7 

101 . 1 

153 . 8 

219.9 

13.2 

140 . 9 

105 . 2 

220 . 3 

198 . 6 

85 . 1 

45 . 9 

104 . 3 

160 . 2 

223 . 3 

35 . 8 

159 . 1 

107 . 4 

93 . 2 

82 . 0 

207 . 2 

27 . 7 
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3 . 6 I.D E ERGY TIL ZATIO I KE YA 

It is evide t from tne study that t e wind ene1 ~y 

resource is quite variable both in ~ime and space . 

The variability with time occurs during intervals 

of seconds (gusts), minutes (power variation), hours 

(diurnal cycles) and mo tns (seasonal variation) . 

Tnis variability implies that wind e ergy is best 

utilized in three situations . 

(a ) Interconnected with other power plants , ranging 

from a small diesel engine to a large utility 

grid . Tne output of the windmill is tnen used 

to save co vectional fuels . 

(b ) Utilized in connection with some form of 

e nergy storage such as batteries or pumped 

hydroelectric systems . 

(c) Utilized in applications wnere tne energy 

end use is relatively indipendent of time nas a 

time constant wnich can allow for the flacLua­

tions in the wind or wnere tne end use can be 

stored e . g . irrigation , pumping water for · 

domestic use e . t .c . 

In ne tapping of wind energy , several factors snould 

also be stressed . These include the fact tna : -

(a ) Some wind generators ca be constructed in 

various sizes ranging from a few watts to 

megawatts . 



- 115 -

(b) Practical a d effecLive wind systems can be 

construe ed across a wide spec rum of ma~erials 

and technological levels ranging from in­

dividual craftsman to advanced technological 

designs . 

(c) Tne wind power can be utilized for a wide 

variety of purposes including electricity 

direct pumping , direct mechanical _ work (griding, 

extracting oils) and direct heating . 

(d) Tne cost - benefit factors . The cost of main­

tenance operations e . t . c . snould be lower tnan 

the benefiLs . 

Small windmills with direct mechanical drive to a water 

pump are locally available here in Kenya . These are also 

easier and cheaper to manufacture . 1ultiblaaed and sail 

windmills of improved designs can similarly be built 

locally . A number of sucn windmills are already 

operating in pilot projects at various parts of Kenya . 

Wind turbines (10- lOOOkw) are now becoming 

available commercially . These machines are i size 

range suitable for supplying power to small islands, 

isolated communities, irrigation scnemes and so on. 

The study has indicated tna Kenya certainly 

nas some potential si es for wind power utiliza ion . 

Tnese sites witn max1mum poTentials include arsabit 

Mar lal , a indi Mombasa, a:robi Embakasi as well 

Eldoret and Garissa regions . Wnile the variabiliTy 
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of wind , even in relatively favourable s'tes 

tnat a diesel engine be retained as a back up 

require 

wi d 

turbines promise to be economical as fuel savers on 

~m or ed fuels . Tne cost of running s en generators 

must , nowe er be evaluated before na d . 
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CHAPTER FOUR 

D CO CLUSIO 

Tne statistical cnaracteristics of t e wind 

power in Kenya viei'e investigated in this study w · tn 

tne data consisting of daily maximum, minimum and 

mean wind speed values from 24 sites in Kenya . 

Tne first part of tne study used the method of 

Principal Component Analysis to determine the spatial 

similarities in tne wind characteristics over Kenya . 

The results from PCA indicated tnat the method was 

able to describe the spatial patterns of tne winds by 

some few uncorrected factors (eigenvectors). Eleve 

homogeneous wind categories could be delineated from 

tne spatial patterns of the dominant eigenvectors . 

Detailed characteristics of the winds within tne 

eleven r egions were hen investigated . 

Tne second part of tne study fitted several 

statistical distribution to the wind speed da a . 

The fitted models included tne 'Lognorr.lal 2 and 3 

parameter distributions , tne Pearson III and the 

IP~on III distributions , as well as tne Weibull 

2 and 3 parameter distributions . It was noted that 

tne Lognormal with two parameter distribution and 

tne 2 and 3 parame er weibull distribution fitted t e 

data ~ell at many stations . Tne 3 parame er Weibull 

distribution was, nowever, tne bes distribution since 

it fitted the data well at all of tne locations con-
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si ered . Tne model was subsequently used to es ima e 

tne wind power potential at the various nomogeneo s 

sites . 

It was observed from the Veibull esti ations 

tnat tne maximum wind power were located around 

Marsabit/Maralal regions as well as along tne coastal 

strip of Kenya. Substantial power were also obtained 

around airobi and Garissa . The seasonal variability 

of wind power at various locaTions indicated that tne 

tota~ wind powers closely resemble tne seasonal patterns 

of tne wind speeds . 

Finally , tne variations of tne wind power witn 

neignt were examined at the various locations . Tne 

best vertical wind power profile were obtained using 

tne tnree parameter weibull distribution. These results 

generally indicated tnat tne optimum level for wind 

power generation was approximately between 25-30m above 

tne ground level . Tne cost and benefit factors were 

however, not considered nere . 

In conclusion , it was observed from tne sTudy 

that tne wind power potential is quite promising over 

many parts of Kenya especially at tne small and 

medium scale output levels . The large scale levels 

are nowever abundant over many coastal parts and t e 

Marsabit/ aralal regie s . 
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CHAPTER FIVE 

5. 0 SUGGESTIO S FOR FUTURE RESEARCH ORK 

A lot of work still remains uncovered before 

statisfactory conclusion can be said about the exact 

wind power potentials of a site . The values as 

obtained from the results of this study are only 

estimates spread over a large geograpnical area . 

Many more stations are required over such larger areas. 

Det-ailed study are still required at those sites 

wnic depict greater wind power potentials by examining 

detaited characteristics of the local factors whicn 

influence the wind . These include topograpny, nature 

of surface . Vertical characteristics of tne wind power 

may not be realistic at many sites since tney did not 

take into account the surface rougnness, atmospneric 

stability, and other atmospheric factor that may in­

fluence tne wind . These may be updated when the 

parameters required are available. 

A multivariate extension of tne Weibull dis -

tribution might as well be tried to see whether tnis can 

improve the fit . 



- 120 -

5 .1 . ACK.O LEDGE E TS 

A compilation of tnis nature could never na~e 

been made possible witnout adequa~e gu"dance a d con­

sultation got from my supervisors Dr . Laban Ogallo and 

Dr . J . K. Patnaik . Contributions from Mr . F . M. Mutua 

are also deeply appreciated . I ' m also indebted to otner 

staff members of our Department for any nelpful comments, 

suggestions and advice whicn tney gave during my progress 

presentations . 

Furtner, I would like to sincerely thank staff 

members of Institute of Computer Science for allowing me 

use their facilities and helping me run some of my 

programs . I would also like to extend my acknowlege­

ments to Mrs . G. N. Macnaria for her dedication in typing 

this work for me . Of course I can't forget to deeply 

tnank my sponsors tne German Government tnrougn DAAD 

for offering me a sound scnolarsnip tnat nas enabled 

me to undertake a Master Degree program . 

Last but not least , I would like to record my 

heartfelt appreciation to my Dad and Mum and members 

of our family for their constant encouragement tnrougn­

out my course . Tnank you all . 



- 121 -

5 . 2 . REFERENCES 

Asnani , G. C. and Kinuthia, J . H., 1979 : Diurnal 

variation of precipitation in East Africa. 

Kenya 1et . Dept . Memo o . 8 . 

198 : A newly found jet in ortn Kenya 

(Turkana Channel) 1st International Conference 

on Southern Meteorology Jul . 31-Aug . 6, 

~ao Jose Dos Camp s Brazil, American Met . 

Soc . 377 - 380 . 

Anyamba, E .K. , 1984 : On the monthly mean lower 

tropospheric circulation and tne anomalous 

circulation during tne 1961/62 Flood in East 

Africa . M. Sc . Thesis . Dept . of Met . 

University of airobi . 

Beck , J . V. and Arnold , K.J ., 1977 : Parameter Estimation 

in Engineering and Science A publication by 

John Wiley and Sons, New York . 

Burry, V. K. , 1976 : Statistical Models in Applied 

Sciences . 

Jonn iley and Sons Publication, ew York 

277-436. 

Carruthers, . , 1943 : Variation in wind velocity 

near the ground.Quart . of R. Soc. 69 , 278 . 



- 122 -

Chipeta G . B., 1976 : ind power po e tia i Ke y 

M.Sc . Tnesis Dept . of et . University of irobi. 

Cnild , D . 1978 : Essentials of Factor Analysis . 

Holt, Rinehart and Winston Billing and Sons 

Publication, London . 

Cradd =~ 1973 : Problems and prospects for Eigen­

factor analysis in Meteorology . Statist . 

~ 133 - 1 5 . 

Daniels , P . A. , Ramage, S . C., Schroeder , T . A . and Thompson, 

. J ., 1977 Oanu wind power survey . First report . 

Dept. of Met . University of Hawaii . 

Daniels , P . A. and Oshiro , . E . 1980 : Detailed wind surveys 

of Kaluku Oanu . Dept . of Met . University of Hawaii . 

Davenport , A.G., 1963 : Tne relationsnip of wind structure 

to wind loading . 

Proc. Conf . Wind Effects on Structures, Nat . 

Pny. ab ., London England, 19 - 82 . 

Deacon E. L. 1949 : Vertical diffusion in tne lowest 

layers of the atmospnere . 

Quart . J.R . Met . Soc . 75 89-103 . 

De Marrais, G. A . 1959 : Jind speed profiles at 

Brooknaven ational Laboratory . 

J . App . Met.Vol . l6 , 181- 190 . 

Doran, J . C . and Vernolek, M. G., 1978: A note on tne 

vertical extrapolation formula for 

Weibul1 velocity dis ribution parameters . 

J .App1 . Met . 17 , 10- 412 . 



Dyer - . \:J . J . _977 : T. e ass.:. .. :!:e.. of !'a.:.n£_ ... s"taL..:.ons 

..:.n-o . omoge!1eo s "'!:'o :)S o •. ap __ :.cat:.o, .:: 

?r..:.~c..:.pa_ compo .. e .. ~ -,a ys.:.:: . 

:oos- _o 3 . 

. J . 1 ... 61 : 

an 

~rae kel P . 1979 : 

scale power eq i?me.T . 

_n ermediate Tee~ o:ogy ? ~:ica~ion ~on ·on 

3- 56 . 

Golding, E . '• . 1955 : Tne generatio~ of alec b? tne 

wij d Po~r. Spon s elec-rical engi eeri g series 

Lo don. 

Gregory S . 1975: On e deli. eation of regional 

patterns of rece.t climatic= acTuations . 

30 .. 76 - 287 . 

Harman H . H. 1967 : odern Factor ~~a ysis . 

ni;ersiTy of Cnicago Press . 

.e es ey . • . _977 : Some aspecTs of win power 

s'ta.:..:.s-t..:.cs . 

s s Hargrave ·,.; . R . 19"7" · 

.aTionwide Assessme.- of ?o-anTia o p t 

-=rom· inc powere generators . 

6: .. - 57 

J stus , C . G., and Michael , A. G., 1.976 : Hel.ght variat:l.on of '"l.lld speed and 

Wl.nd ·istribut: on st:at:ions . Geoph_s . Res . Let:t ., 3 , 261- 26 . 



- 12 

Justus, C . G . , Hargrave, \ .R. and Amir., ~.G . , 1978: 

Methods of estima~ing wind speed frequency distr1bu~ion. 

J . Appl. let . 18, 913-920 . 

Kaiser , H. F ., 1958 : The varimax criter1on for analytic 

rotation in factor Analysis . Psycbromatr1ca, 23 

187-200 . 

Kite, G. W. 1977 : Frequency and Risk analyses in hydrology. 

Vater Resources Publication, For~ Collins, Colorado, 

U . S . A. 

Mage , D . T ., 1979 : Comment on frequency distribution of wind 

speed near the surface . 

J . Appl . let . 18, 1089 - 1091 . 

orman , 0 . E . , 1981 : Hawaii wind power . 

Depar~ment of 1eteorology, University of Hawaii. 

ortb, G. R . , Bell , T . L . and R. F . Cahalan, 1982: Sampling errors 

in the estimation of Empirical orthogonal functions . 

~ton . Wea . Rev . 110 699-706 . 

Ogallo, L . J . , 1980 : Regional classifica~ion of East African 

rainfall groups using the method of principal component 

analysis . 

Statis~ical Climat . Developmen~ in .tmo . Sci., 13, 

255-265 Elsevier . 

Phillips, 1967: . odern School A~las . George Phill1ps 

and Sons Ltd . London sixth edition . 



- 125 -

Pu nam, P .C. 19 8: Power from ne wind . Van ostran 

Rewnnold Company ew Yor .. 

Stanton, E .T. and Brett C .A. 
r 1983: The cnaracter-

itics of wind ve ocity tnat favour ne 

fitting of a Weibull distribution in wind 

speed analysis . 

J .Appl . Met . 23 , 125 - 134 . 

Stewart , D.A., and Essenwanger , 1978 : Frequency dis­

tribution of wind speed near the surface. 

J . Appl . Met . 17 , 1633 - 1642 . 

Skibin , D. 1984 : Comment "On the evaluation of wind 

power from snort wind record ." 

J .Appl . Met ., 23 , 1477 - 1479 . 

Tackle E., S. and Brown J .M. 1978 : ote on the use of 

Weibull statistics , to characterise wind 

speed data . 

J . Appl . Met . 17 , 556 - 559 . 

Van der Auwera , L. F . de Meyer and L. M. Malet, 1980: 

Tne use of the Weibull model for estimating 

mean wind power densities . 

J . Appl . Met . 19 , 819 - 825 . 

Wallace J . E. and Gutzler . G. 1981: Teleconnections 

in the geo o~ential neign field during tne 

northern nemispnere win er . 

Mon . ea . Rev . 109 784 - 812. 



- 126 -

a1sn , J . E . and Mostek A. 1980 : A q antitative 

analysis of meteorological patterns over 

United States, 1900- 1977 . 

Mon . Wea . Rev . 108 615 - 630 . 

W. M. O. , 1964 : Sites for wind power installation 

W.M. O. Tech . Q. 63 . 

W. M. O. 1954 : Energy from tne wind. Assessment of 

suitable winds and sites . 

W. M. O. Tech . Q . 4 • 

W. M. O., 1981 : Meteorological aspects of the utilisation 

of wind as an energy source . 

W. M. O. Tech . ote No . 173 . 


