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Preface

This is the fourth conference in the SREC series. While the original theme of ICT
for sustainable development is still strong, for the last two years the conference
has been held as the International Conference on Computing and ICT Research
(ICCIR). This name reflects the broad nature of ICT research that, in the end,
contributes to sustainable development.

A brief look through these proceedings will convince you of the lively mix of
applied and basic research across the disciplines. Keynote speakers and contributing
authors alike address both generic developments and applications of state-of the-
art research to specific African problems.

Thus, in the Computer Science stream, basic research contributions range
across semi-supervised learning, dynamic resource allocation, automatic auction
mechanisms, and more. In the Information Systems stream, researchers look at
appropriate selection of biomedical ontologies and at geometric integration in
GIS. In Data Communications and Computer Networks, basic research ranges
from network path optimisation, through telecommunication architectures for
special mobile services, to various wireless security issues.

On the applied research side, we see investigations into ICT adoption amongst
grassroots NGOs; library users; and stakeholders in blended learning. There are
studies into applications of ICT to support interaction amongst SME clusters,
between lecturers and students, and amongst stakeholders in small scale farming.
There are simulation models, for example of the Ugandan immunisation systems
and of IT effects on business processes; and work on developing interfaces in local
languages. We are taken by key note speakers into innovative centres for IT and
Development, and for Language Technology, and made to think in the context of
African development about ICT educational policies, mobile services and more.
There is a lot of exciting research happening.

The Faculty of Computing and Information Technology at Makerere University
again hosts ICCIR, with the generous support of the Netherlands Organization
for International Cooperation in Higher Education. The conference starts off with
PhD colloquium sessions which give trainee researchers the valuable opportunity
to expose their research to kindly but searching critique. The main conference has
11 key note speakers and the 28 contributed papers that each survived review by
two independent reviewers.

Sincere thanks are due to those reviewers, and to all those on the organising
and technical committees who worked hard to bring together the many strands
needed to create a successful conference. Special thanks go to those reviewers who
provided detailed helpful feedback to the authors, because this both strengthens
the conference and helps the researchers, whether or not their paper is accepted.
As in previous years, the publishing team at Fountain Publishers, Kampala, were
professional and prompt, and the Conference Secretariat worked hard and long.
The biggest thanks, though, go to Jude Lubega who, as Acting Dean of Research,
has been tireless in his efforts to keep everything on track.

Janet Aisbett
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Keynote Speaker Biographies

Venansius BARYAMUREEBA holds a PhD in Computer Science and is a Professor
of Computer Science. He currently serves as the Dean of the Faculty of Computing
and I'T at Makerere University, Uganda. He is a member of Senate and Council at
Makerere University. He is also a member of Senate at Busitema University. He is the
Chairman and Managing Director of ICT Consults Ltd, one of the prestigious ICT
consultancy firms in Africa. He is also currently involved in initiatives of growing
and sustaining ICT/ computing human capital in Sub-Saharan Africa region. In
2007 Prof. Baryamureeba received the “Top ICT Educator/ Academic’ Award in
Africa for 2007 and was appointed Judge for the African ICT Achievers Awards
2008. Professor Baryamureeba has been considered for inclusion in the upcoming

2009 Edition of “Who’s Who in the World”.

Arvi HURSKAINEN was born in Finland. After graduating from the University
of Helsinki he worked for nine years in various parts of Tanzania in teaching and
research tasks. This work gave him an opportunity to learn Swahili to the extent
that in later years it came to play a major role in his career. Since 1980 he has been
working at the University of Helsinki, with language technology as major teaching
and research duty. Over the years, in cooperation with the University of Dar-es-
Salaam, he has carried out field-work in Swahili-speaking areas. As an outcome of
this work, there are two language resources of Swahili accessible in the Internet, 1.e.
Computer Archives of Swahili Language and Folklore that contains speech with
transcription, and Helsinki Corpus of Swahili with 12 million analyzed words.
Prof. Hurskainen has worked on various topics of language technology, including
morphology, syntax, disambiguation, machine translation of text, information
retrieval, and automatic dictionary compilation. All these components are included
in the comprehensive system termed Swahili Language Manager. An early outcome
of this work is the spelling checker of Swahili, currently included in the MS Office
2007 suite. He has also been the Editor of Nordic Journal of African Studies in
1992-2006

Joseph Migga KIZZA received a BSc in Mathematics and Computer Science
from Makerere University, Kampala, Uganda, a MSc in Computer Science from
California State University, USA, an M.A. in Mathematics from the University
of Toledo, Ohio, USA and a PhD in Computer Science from the University of
Nebraska-Lincoln, Nebraska, USA. Dr Kizza is currently a professor of Computer
Science and Director of the Center for Information Security and Assurance at the
University of Tennessee - Chattanooga, Tennessee, USA. His research interests
are in Social Computing and Computer Network Security in which he has so far
published numerous conference and journal articles and more than seven books. He
was appointed a UNESCO expert in Information Technology in 1994. He is the
chief editor for the Journal of Computing and Information Research.
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Victor W. MBARIKA is on faculty in the College of Business at Southern
University and A&M College and is founding director of the University’s
International Center for Information Technology and Development. He is an
information and communications technology (ICT) consultant with various
governmental and private agencies. He holds a B.Sc. in Management Information
Systems from the U.S. International University, a M.S. in MIS from the University
of Illinois at Chicago, and a PhD in MIS from Auburn University. With over 100
academic publications, Dr. Mbarika has authored three books and his research on
ICT diffusion in developing countries and on multimedia learning has appeared
(or is forthcoming) in 35 peer reviewed journals, 5 book chapters and over 60
national and international conferences publications. His scholarly publications have
appeared in journals such as IEEE Transactions, IEEE Spectrum, Communications
of the ACM, and the Journal of the Association for Information Systems. His work
has also appeared in major news outlets such as Reuters and The Associated Press
(AP). He has received several research and teaching grants and fellowships from the
National Science Foundation, NASA, KPMG, Southern Regional Education Board
and the Louisiana Board of Regents. He is Editor-in-Chief of The African Journal
of Information Systems and he serves as a senior board member of several other
journals such as IEEE Transactions on IT in Biomedicine. Dr. Mbarika is Founder
of the Cameroon Computer and Network Center (CCNC). He is a member of the
Association of Information Systems (AIS), the Institute of Electrical and Electronics
Engineers (IEEE), and the Information Resources Management Association (IRMA).
He holds over 15 research, teaching and service excellence awards.

Fisseha MEKURIA is presently a Visiting Professor of Wireless Communications
Systems at the Faculty of Computing & IT, Makerere University, Uganda. He
received a PhD from Linkoping University, Sweden, in 1993, where he worked
for several years as postdoctoral Research Fellow. He has over 20 years experience
in ICT and telecommunications research, education and industry R&D. He has
worked as senior research scientist at Ericsson Mobile Communications R&D
center in Sweden. During this time he developed 12 granted US & EUPO patents
in the areas of wireless and mobile communications. He has designed a curriculum
for Mobile Computing and Software Development. Prof. Mekuria’s leading role in
establishing a College of Telecommunications & I'T in Addis Ababa, and the paper
“Educating the Architects of the Mobile Economy”, earned him a nomination for
the prestigious IEEE Continuing Education Award. His research interests are Next
Generation Wireless & Mobile Communications Systems and Services, and ICT for
sustainable development.

Ravi NATH is the director of the Joe Ricketts Center and the holder of the Jack
and Joan McGraw Endowed Chair in Information Technology Management in the
College of Business Administration at Creighton University. Previously, he held the
positions of the Associate Dean of Graduate Programs at Creighton University. At
the University of Memphis he served as the Associate Dean for Academic Programs
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and Director of the PhD program in Management Information Systems. Dr. Nath
has a Masters degree from Wichita State University and a PhD degree from Texas
Tech University. He spent one year lecturing and conducting research in Zimbabwe
as a Fulbright Scholar. Dr. Nath has published nearly 100 research papers in the
area of Electronic Commerce and Information Systems in various national and
international journals. He is the Past-President of the Southwest Decision Sciences
Institute. Also, he has served on the Board of Directors of Decision Sciences
Institute and was a Vice-President of the Institute. Dr. Nath received the University
of Memphis’ Distinguished Teaching Award in 1995. He is also a recipient of
the Southwest Decision Sciences Institute’s 1996 Distinguished Service Award.
Currently, Dr. Nath serves on the Board of Directors of several for-profit and non-
profit organizations.

Dilip PATEL holds the chair of Information Systems at London South Bank
University. He is the head of the Centre for Information Management and E-
Business, which consist of four research groups: E-Business and The Digital Society,
Health Informatics, Information Management and Modelling and Knowledge
Based Systems. Professor Dilip Patel is currently on the editorial board for two
international journals: The International Journal of Cognitive Informatics and
Natural Intelligence (IJCiNi) and the International Journal of Information
Technology and Web Engineering. He is also Editor-in- Chief of The International
Journal of Computing and ICT Research.

Vir V. PHOHA is a professor of Computer Science in the College of Engineering
and Science at Louisiana Tech University, US. He holds a W. W. Chew Endowed
Professorship at Louisiana Tech and is directing the Center for Secure Cyberspace.
Dr.Phohaholdsan M.S. and aPhD in Computer Science from Texas Tech University.
Professor Phoha has done fundamental and applied work in anomaly detection in
network systems, in particular in the detection of rare events. He has eight patent
applications and many reports of inventions. He is author of over 90 publications
and author/editor of three books: (1) Internet Security Dictionary, Springer-Verlag
(2002) and (2) Foundations of Wavelet Networks and Applications, CRC Press/
Chapman Hall (2002), and Quantitative Measure for Discrete Event Supervisory
Control, Springer (2005). He directs the Anomaly Detection and Mitigation
Laboratory at Louisiana Tech University. He has won various distinctions, including
outstanding research faculty and faculty circle of excellence award at Northeastern
State University, Oklahoma, and as a student was awarded the President’s Gold
Medal for academic distinction.

Anthony J. RODRIGUES is Professor of Computer Science at the School of
Computing and Informatics, University of Nairobi. Research interests include
Scientific Computing, Approximation Theory, Error Analysis and Systems
Modeling. He has also been involved in the design and development of sustainable



integrated management information systems at various universities and is currently
studying the developmental impact of various ICT policies and strategies (or the
lack thereof) in the region.

Irina Ya. ZLOTNIKOVA holds a PhD in Theory and Methodology of Computer
Science Education (Doctor of Pedagogical Sciences, Moscow, Russia, 2005), a PhD
in Solid-State Electronics, Nano- and Microelectronics (Candidate of Technical
Sciences, Voronezh, Russia, 1995) and a specialist degree in Radiophysics and
Electronics (Voronezh, Russia, 1988). She has been employed by the Voronezh State
University of Education since 1991, since 2007 as a full Professor in the Department
of Information Technology in Education. In 2005-2006, during a one-year sabbatical,
she worked in Kigali Institute of Science and Technology (Kigali, Rwanda). She
is joining the Information Technology Department, Makerere University, as a
Professor in August 2008. Professor Zlotnikova has taught a variety of undergraduate
and post-graduate computer-based courses and has experience teaching in distance
mode with the Voronezh Institute of Distant Education and the African Virtual
University. Professor Zlotnikova is an expert in the areas of Software Engineering
for Educational Purposes, including Management, Development of Educational
Web-resources, Theory and Methodology of Computer Science Education,
Computer-Based Distance Learning and E-learning, and International ICT Policy.
She has more than 70 professional publications, including 3 monographs. She has
supervised Masters and Doctoral Dissertations in the above-mentioned areas.
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Author Biographies

Eric AYINGA is a member of academic staff at the School of Computing and
Informatics, University of Nairobi. His interests include wireless networks, network
quality of service assurance, grid computing, multi-agent systems, game theory and
reinforcemnt learning.

Philip AYOO is the Electronic Database Specialist at the Inter-University Council
for East Africa (IUCEA), a regional organization that coordinates university
education in East Africa. Here, he oversees the development of appropriate ICT
capacity at the IUCEA and member universities. He holds a Master of Philosophy
degree in Information Science and a Bachelor of Science in Information Technology.
Currently, he is pursuing a PhD degree in Information Systems at Makerere
University, Uganda. His research interests are in the areas of online learning and ICT
policy development, where he has published and presented papers in conferences.
Before joining the IUCEA he was teaching at the Department of Information and
Media Technology, Moi University. He is a senior member of the Uganda Computer
Society.

Erik BARENDSEN is a senior lecturer and director of education in the Institute
of Computing and Information Sciences, Radboud University Nijmegen, the
Netherlands. He holds a PhD in mathematics and computing science. His research
interests include foundations of computing (lambda calculus, rewriting, logic, type
theory), static analysis, methodology, and didactics of science. He is involved in
several local and national activities concerning curriculum development, quality
assurance, teacher education, secondary education, and seminars for education
executives.

Festus BAZIRA founded VOLSET 1997 and has been its Director since this time.
Festus was educated in Uganda and Kenya, and has qualifications and experience
in teaching, community health, first-aid, and drug management. He is responsible
for seeking funding, the every-day operation of VOLSET, and the many volunteers

that spend time with VOLSET.

Lorenzo DALVIT is a lecturer in ICT Education at Rhodes University and the
Research and ICT coordinator of the SANTED programme within the Rhodes
School of Languages (African Studies Section). He has worked for several years
as a researcher on multilingualism and ICT for the Telkom Centres of Excellence
of Rhodes and Fort Hare Universities in South Africa. Dalvit’s areas of academic
interest are ICT for development and localisation into African languages. As part
of his multi-disciplinary interests, he is currently completing a PhD in Education.
He has published in academic journals and presented at conferences within various
disciplines both in South Africa and internationality. He is active in post-graduate
supervision and in establishing collaborations with universities in other parts of

Africa.
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Guy DE PAUW is a senior researcher at the CNTS - Language Technology Group
(University of Antwerp, Belgium) and a visiting lecturer at the School of Computing
and Informatics (University of Nairobi). His research focuses on the application
of machine-learning techniques to natural language processing (NLP) for African
languages. A recurring theme in his research is how we can port current state-of-the-
art NLP techniques that are developed with Indo-European languages in mind, to
Bantu languages. Recent publications concentrate on morphological and syntactic
processing of Swahili and the development of resources for and components of a
machine translation system for the language pair English - Swahili. He is also one
of the founders of the AfLaT organization (aflat.org), which aims to bring together
researchers on language technology for African languages.

Katherine GETAO is the former Director of the School of Computing and
Informatics, University of Nairobi. Her interests include artificial intelligence and
natural language applications.

Fredrick KITOOGO is a holder of a Bachelor of Statistics degree from Makerere
University, Uganda and a MSc in Computer Science degree from the National
University of Science and Technology (NUST), Bulawayo, Zimbabwe. Kitoogo is a
PhD student in the Department of Computer Science, Faculty of Computing and
IT, Makerere University and he is currently writing his thesis on Improved Use of
Machine Learning Techniques in Named Entity Recognition. His main areas of
research interest are Machine Learning, Natural Language Processing and Business
Intelligence & Data Warehousing.

Kathy LYNCH is an Associate Professor in ICT Research and Development at the
University of the Sunshine Coast, Australia. She hasaPhD in Education and a Masters
in Business Systems from Monash University, Australia. Her tertiary teaching
background is primarily in Information Systems. Kathy is a Research Associate
at Makerere University, Faculty of Computing and Information Technology, and
the Editor-in-Chief of the International Journal of Information, Knowledge and
Management. Her research interests revolve around the intersection of applied
information technology and society; in particular mobile computing, information
systems, emerging interfaces and education.

Stacey LYNCH has a Bachelor Science Honours (Microbiology) from Monash
University, Australia. She worked as a research scientist for Pfizer Animal Health,
Melbourne within the research and development group for animal viral vaccines.
In 2007 Stacey commenced a PhD at Melbourne University, Veterinary Science,
looking at the pathogenesis and vaccine development for a horse viral pathogen.
Stacey has a broad interest in virology and has experience in data collection, data
systems and working within GxP guidelines.

Gilbert MAIGA holds the following academic qualifications: MSc Computer
Science (Makerere University), MSc Animal Physiology (UON), Bachelor of
Veterinary Science (Makerere University), and Diploma in Computer Systems
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Design (WLC), Certificate in Computer Programming (WLC). Networking Basics
Certificate (CISCO). He is a PhD is student in the Department of Information
Systems, Faculty of Computing and I'T, Makerere University in August 2005, where
he is also an assistant lecturer. His MSc research concerned information systems
integration in HIV-AIDS management, and his current area of research concerns
integration of clinical and biological information in bioinformatics.

Bernard MANDERICK is the Co-Director of Computational and Modeling
Laboratoy (COMO), Free University of Brussels, Belgium. His interests include
artificial intelligence, game theory, machine learning and evolutionay computational
modeling.

Lawrence MUCHEMI is a lecturer at the University of Nairobi in the School of
Computing and Informatics. He has previously worked at Jomo Kenyatta University
of Agriculture and Technology and was head of the Computer Science Department
at Africa Nazarene University. Muchemi graduated from Moi University in 1994
with a Bachelors degree in Engineering and later with a Master of Philosophy
specializing in Artificial Intelligence systems. He has maintained long life interest
in the research and development of systems employing engineering and computer
science theories and practice. Of particular interest is natural language processing for
African Languages. He has conducted research and published in Natural Language
Queries, Natural Language Synthesis, Expert Systems and Information Systems.
He is currently working towards a PhD degree in Computer Science on Natural
Language Queries for Kiswahili.

Paul MUYINDA is lecturer of Information Technology in the Department of
Distance Education, Institute of Adult and Continuing Education, Makerere
University. He is also charged with the responsibility of pedagogically integrating
ICTs into the distance learner student support system. He holds a Bachelor in
Statistics from Makerere University obtained in 1995 and a Master of Computer
Science and Applications from Shanghai University, People’s Republic of China,
obtained in 1998. Muyinda is a Certified Netware Administrator (CNA). His
Master’s Dissertation was titled “A National Passport IntranetWare: A Case of
Uganda National Passport Office”. He is currently a PhD (Information Systems)
student at the Faculty of Computing and IT, Makerere University with research
interest in e-learning. His thesis is titled “A Framework for Instantiating Learning
Objects Applications for Mobile and Fixed Communication Systems”.

Michael NIYITEGEKA is an Assistant Lecturer in the Department of Information
Systems, Faculty of Computing & IT, Makerere University. He is specifically
interested in Technology Management as a research area and is currently working
on his PhD proposal in the area of ICT and SME business development.

Ann NOWE is the Co-Direcrtor of Computational and Modeling Laboratoy
(COMO), Free University of Brussels, Belgium. Her interests include artificial
intelligence, machine learning and multi-agent systems.
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Patrick OGAO has been involved in visualization research since 1996. He hasaPhD
(Utrecht University, the Netherlands) and MSc (ITC Enschede, The Netherlands)
focusing on visualization in information systems and dynamic geo-phenomena.
Prior to joining Makerere University, he worked with the research group in
scientific visualization and computer graphics in the department of computing and
mathematics of the University of Groningen, The Netherlands. He is currently a
visiting senior lecturer and acting Head of Information Systems Department in
the Faculty of Computing and Information Technology, at Makerere University.
He is the Long Term Expert (on secondment by the University of Groningen) in a
NUFFIC/NPT project in ICT training capacity building in four public universities
in Uganda. His research interests are in visualization applications in bio-informatics,
geo-informatics, and software engineering and in developing strategies for developing
countries

Winston OJENGE holds a Bachelor of Technology Education (Electrical
Technology) from Moi University. He lectured at Bumbe Technical Training
Institute were he rose to Acting Principal, before joining the Kenya Polytechnic as
a Senior Lecturer in Telecommunications and Control systems in 2005. His MSc
specialization at the University of Nairobi, School of Computing and Informatics,
is Artificial Intelligence. His research interest is in the application of Machine
Learning algorithms to Remote Sensing, in particular to crop yield prediction. He
is currently working on the PhD proposal.

William OKELLO-ODONGO is the Director of the School of Computing and
Informatics, University of Nairobi. His interests include distributed systems and
high performance computing.

Elisha T. O. OPIYO is a member of academic staff at the School of Computing
and Informatics, University of Nairobi. His interests include scheduling, resource
allocation, grid computing, multi-agent sytems, game theory and reinforcement
learning.

Benedict OYO is a PhD student in Information Systems at Makerere University,
Faculty of Computing and Information Technology, Uganda. His research area
is Decision Support Models for Quality Management in Higher Education using
System Dynamics Modelling and Action Research. Benedict hasan MScin Computer
Science from Makerere University. His current research is jointly supervised by the
Faculty of Computing and Information Technology, Makerere University, and the
Institute for Computing and Information Sciences, Radboud University Nijmegen

Agnes RWASHANA Semwanga is an Assistant Lecturer in the Information
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The Status of Software
Usability in Uganda

Florence Tushabe, Venansius Baryamureeba,
Paul Bagyenda, Cyprian Ogwang and Peter Jehopio

This research investigates the current software usability practices in developing
countries, particularly in Uganda. It documents the contemporary user needs, attitudes
and challenges that are being experienced in regard ro software usage and adoption. The
performance of software in circulation is judged based upon indicarors like efficiency,
effectiveness and ease of use. In addition, local and internationally produced software
are compared in terms of functional performance and user satisfaction. This study
proposes some recommendations about how to further improve software usability
within the present circumstances, as well as some predictions about the future trends.

1. Introduction

Previous studies showed that as much as 68% of software acquired by government
bodies of developing countries remained either unused or unsuccesstully utilized
[Gib 1998]. This is partially caused by indigenous software developers not being
well equipped to transform their innovative ideas into usable products, capable
of meeting the local demands. Software usability plays a critical part of any
countries growth because software is the central nervous system of Information
and Communication Technology.

Software usability is the quality of being convenient and of practical use
[Merriam-Webster 2002] or a measure of the quality of a user’s experience with
a product or system [Nielsen 1993]. According to the International Standards
Organisation [ISO/IEC TR 9126-2 2003], usability is the extent to which a
product can be used by specified users to achieve specified goals with effectiveness,
efficiency and satisfaction in a given context of use.

Usability is often ignored within the software development process and this
results in the production of software that does not address the real needs of the
user community [Centennial Software 2005; Bhagwati et. al. 2004; Mankiw and
Swagel 2006]. The developed software therefore remains less relevant to society
and so does the corresponding economic stimulus. This can partly be overcome by
involving users within the software development process [Ogwang, 2006].

This research highlights the reasons why software usability remains relatively
low in developing countries. The goal is to identify what can be put in place to
promote production of locally designed and socially relevant products demanded
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for by the private and public sectors. It involved going to the software end-users to
inquire about their software experiences, practices and needs. The findings, which
are documented in this report, will be useful to the trainers / mentors of software
education and incubation centers especially during the process of updating the
curriculum to include indigenous solutions to the revealed problems.

This article is organised as follows: Section 2 summarizes the previous software
usability practices in developing countries, Section 3 and 4 briefly describe the
purpose and description of this survey. The results obtained from the investigation
are given in Section 5 while Sections 6 and 7 propose some recommendations and
concluding remarks.

2. Software Usability in Developing Countries

Developing countries first became consumers of software in the 1950s and 1960s
[Heeks 1998]. To a lesser degree they also started producing software around this
time. However, most of their national policies and the investment strategies have
been overly-oriented to the hardware of information and communications. This
has been a setback to software usability.

Recent studies have shown that the local software-industries in most low-
income developing countries are dominated by subsidiaries of large multi-national
computer/consultancy companies [Duncombe and Heeks 2001]. The developers
consist of mostly one- and two-person software firms with low turnover [Heeks
1998]. Their work ranges from developing custom-built software that meets the
needs of users in the small but growing market of smaller enterprises, to customizing
existing software packages or simply trading imported software packages. The
four main approaches to software development practiced in developing countries
in the order of priority are: custom-built, re-engineered, customisation, and off-
the-shelf packages [Duncombe and Heeks 2001].

A study conducted in 2001 [Duncombe and Heeks 2001] showed that computer
applications that are being developed by local software firms/individuals in
developing countries are of poor quality and produced very slowly at a high cost.
They are usually characterised by a low degree of integration and effectiveness, the
consumption is very limited, very undemanding, and very much unrelated to any
kind of market mechanism. Moreover they are heavily skewed towards certain
sectors like finance management, military, and criminal investigations.

Sadly, most of their software applications and systems remain essentially
in demonstration form only, without being tested and validated in a real user
environment [Ogwang, 2006]. This is attributed to the lack of market demand
for what is being produced. Potential user organisations either do not perceive
a need for the particular application or have a preference for manual rather
than computerised systems. The technical education and extension institutions
are weak while local supply capabilities and access to international know-how
restricted. All these constraints, and more, mean that software diffusion into the
local community is low.
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This study will review the current status of software usability in a developing
country. It will report the changes that have emerged over time especially in regard
to software integration in the work environment, given from the users’ point of
view.

3. Purpose of the Survey

The major aim of the study was to gather information about software usage in
Uganda. It sought to answer the following questions:
a. How optimally is a given software being used? Which tasks are users
opting to perform manually instead of by computer and why?
b. What are the current software needs of the public/private sector?

What type of software is most common or lacking in the market?

o

d. How is the locally developed software performing in comparison to
imported ones? What are their strengths and weaknesses?

e.  What are the most popular factors that are considered during
procurement/acquisition of software? And why?

f.  To what extent has adoption of software impacted job performance in
Uganda?

g.  What are the challenges that software users are facing?

4. Description of the Survey

The survey targeted users of customized and job-specific software. This excluded
users of general non domain-specific packages like MS Word, Excel etc. The
respondents included the end users (operators), managers and stakeholders of
businesses/organisations. The geographical location was Kampala city whose
specific area is enclosed in the pink boundary shown in Figure 1, and Entebbe
city, particularly all major offices found on portal, circular and airport roads up to
Entebbe International airport.
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Fig 1:  Geographical scope of visited towns within Kampala
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4.1 Tools

Using a structured interview questionnaire, data were collected from 204 computer
software users (including developer) respondents. Both quantitative and qualitative
data were collected with the major themes being: User identification and business
focus, software performance and challenges encountered as well as individual

software needs.

Thirty (30) samples were pre-tested within the Bukoto area and minor changes performed
before the major full-scale operation was executed. Of the 400 questionnaires that were
distributed, only 204 were returned. This is because very few Ugandan firms use customized
software for their work.

4.2 Data Collection

Data collection was conducted within a period of two months from 25* March
- 20th May 2008. Four multi-lingual enumerators were trained and sent for the
collection process. They were required to be fluent in English, Luganda and
Runyakitara because those are the most common languages used in Entebbe and
Kampala. The ESOMAR code of ethics [ICC / ESOMAR 2007] was followed and
applied to a random selection of participants. These included employees of banks,
hotels, embassies, upscale businesses, supermarkets, schools, hospitals, clinics,
etc. Data collection was smooth with participation from big organisations like
Barclays bank, Ministry of gender, labour and social development , National water
and sewage corporation, Umeme Limited, Centenary bank, Uganda Law society,
Mukwano industries, Kampala Medical chambers, East African Community,
Makerere university etc. The constraints encountered here were mainly lack of
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co-operation from some organisations like Bank of Baroda and embassies who said
that they do not participate in surveys.

4.3 Data Analysis

Descriptive statistics and logistic regression were moved to analyse quantitative
data in order to establish current status and likely future trend of software usage
in Uganda Qualitative data were analysed by applying coding and expert opinion
using MS Excel and SPSS packages for data entry and analysis.

5. Results

The results presented below represent the views of respondents sampled from
government bodies (27%), local private organizations (52%), international private
organizations (17%), diplomatic missions (1%) and others (3%). The majority of
respondentsturned out to be working in administration, accountsand the operations
departments of their organizations. Responses from companies dealing in a variety
of fields like legal services, education, I'T firms, tourism etc are documented here.
We believe that this is a fair representation of the total population of domain-
specific software users in Uganda and here are our findings:
1. Most Ugandans are happy to have adopted the use of software in their
organisations. 80% of respondents said their expectations were fully met
through the adoption of computers in their organizations.

2. Computer usage is dominated by males. The respondents reported that an
average of 73% of computer users in their organisation is male and 27%
female.

3. Software acquired by organizations in Uganda are mostly custom built
(48%) then freeware (27%) or re-engineered (25%). Of these, 62% are
proprietary and 38% open source.

4. There is a good return-on-investment for software users. All respondents
said that adoption of software registered only positive impact on their
work in terms of performance improvement and profits. Their experience
shows that software speeds up tasks by an average of 74%, improves quality
by 72% and quantity of output by 66%. It reduces errors by 64%, increases
customer satisfaction by 61%, employee morale by 54% and finally reduces
costs (or increases profits) by 52%.

5.  Most users of customized software enjoy working with it. Over 70% said
that they find the software pleasant to use, with a nice visual appearance
and responding the way they expect. 72% said that accomplishing ordinary
tasks can be very fast by someone who has learnt the basics of the software
while 65% found error recovery easier. 56% reported that the software is
usually the one in control rather than the user.

6. Only 12% of customized software in organizations is locally developed
while 59% is imported and 29% is freeware / open source. 27% said that
they use pirated software.
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Table 1: Local Vs International performance

Source of | Employee Emor Customer Quantity
Software Morale Reduction | Satisfaction Int rea se
Local SE 29 ES E1
International | 57 GE 1] 9

Cost Speed Profit Quality

Reduction Increase Improvement
Local =1 1 47 Eg
Irternational | 57 hird 249 74

Local and internationally produced software are performing similarly. The
general trend is that locally developed software performs slightly worse
but this becomes insignificant when sample space imbalances are factored
in. Table 1 shows the average percentage improvement of the indicators
used to judge software performance as recorded by users.

The most popular customized software in circulation are payroll /
financial ones. Figure 2 shows the detailed sectoral distribution of software
in Uganda today.

Figure 2: Distribution of software in circulation
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Procurement of software is largely dependant on the task that the software
performs (87%) or ease of use (83%). Other factors are the reputation of the
software vendor (57%), how popular the software is (54%), likely training
or technical support by the supplier (43%) and donor / higher authority
prescription (26%).
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10. Software is not being fully utilized. The average functional usage of general
software is at 47%. Security software is the most utilized at 66% followed
by text processors (65%), internet software (63%), spreadsheets (59%),
readers (46%), media players (43%), presentation software (42%), databases
(40%), java (24%), and project management software at 23%.

11. Functional usage of customized software is even lower at an average of
42%. Payroll software seems to be the most functionally explored with
56% followed by inventory / assets management (51%), human resource
management (49%), tutoring software (11%), entertainment (39%), school
management (37%), hospital management (35%) and transport / fleet
management at 30%.

12. Technical challenges to computer usage are mainly the use of commands
(29%) followed by security features (25%), help facilities (22%), navigation
features (18%), menus (17%), dialog boxes (17%) and icons at 16%.

Software users remain ignorant of how to use software for common tasks like
networking and remote login, report creation, calculations, insertion of special
characters and use of help and back-up facilities. Many users prefer to perform
some activities manually, and the reasons for that should be established. These
include customer care and accounting tasks - stock keeping, auditing, balancing of
accounts, coordinating payment records, preparation of receipts, delivery notes,
quotations and invoices.

The respondents said that users are not playing a sufficient role within the
software development process. They want software that is lighter (during start-up
or loading tasks) and compatible with other platforms or applications. They say
that software should be made more user-friendly by reducing the menu items /
options and increasing the icons and prompts. The help facilities are also not being
quite utilized. Some say they’d like to see more details and others say it is “too
long and complicated to understand”.

More training and sensitization was been frequently suggested as one method of
improving software usability. Users find it expensive to sponsor support trips to
vendors based abroad. They feel that maintenance costs are biting them hard. Also,
employers of software developers would like to see fresh graduates competent in
hard core programming like ASP.

5.1 Discussion

The fact that software users are quite happy with the benefits of adoption of
customized software means that its demand will continue to rise. The software in
circulation is performing well and largely to the satisfaction of users. Moreover,
locally produced software is performing as well as internationally produces ones.
This is good news for indigenous software developers especially since only 30% of
customized software in circulation is freeware. Local developers have the benefit
of producing mass-off-the-shelf software for sale with high chances of it being

bought.
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They are however presented with a challenge of out-competing imported

services.

Local developers must prove that their products are equal or even better

than others, if they are to enjoy a decent cut of the market share.

Another issue which has to be tackled is how to increase user knowledge of
the complete functionalities of a given software. This causes a lot of unnecessary
software duplication. One possible explanation why functional utilization of
customized software is worse than that of general software is that fewer consultation

options

are available in case of any queries or problems. This problem can be

reduced when local solutions (suppliers) are more readily available.
Based on the findings compiled, the future trend as predicted by logistic
regression will be as follows:

1.

There will be an increase in demand for Internet based systems in all fields
especially for human resource and payroll systems. Figure 3 and 4 below
illustrate the technological shifts / future trends. The demand for the type
of software moving in the positive direction will rise.

The use of more advanced security features and menus will rise while that
of commands and icons will decline. It is traditional and very wide spread
to find passwords as the only security check for almost all of the systems in
place. This trend should and will shift to more advanced security measures
like voice, face or fingerprint recognition. The continued rejection of
commands is in line with the general trend that users find them too difficult

to use.

Fig. 3: Future trend for general software
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Fig. 4: Future trend for customized software
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6. Recommendations

In light of the findings of this survey, we recommend the following:

1.

Increase the presence of locally developed software. The 12% prevalence is too
low and not cost effective for users. This can be achieved by:

- Creating a regulatory environment (policies, laws) that favors local
software.

- Directing government departments and academic institutions to buy
local software where both local and non local solutions exist as a way of
promoting local talent.

- Setting up software incubation centers that provide practical training
solutions to software engineers. Training in open source platforms should
be encouraged.

- Marketing and publicity of local innovations. This is even more important
since half of all respondents said they purchase software based on how
popular it is.

Develop software that meets the current needs of the public / private sector,

which are:

- Internet-based systems (includes e-commerce, e-business, e-banking,
e-governarnce etc).

- Geared away from presentations or entertainment but towards human
resource, customer care, financial / payroll, inventory and tutoring
software.

- Future software innovations should focus on improving quality of
products, customer care, employee morale and error management.
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- Enhancement of security and menu features. This can be implemented by
exploiting biometrics for security as well as localization (translation into
local languages) for easier interpretation and navigation.

- Venturing into virgin areas like cartoons and children’s programs,
animations and local games / sports. Software that targets farmers and
markets, environmental and health simulations etc also have a high
potential of meeting many peoples needs.

3. Develop software requested for by respondents. They would like to see more
automation in the following areas:

- Product design and assembly, detection of mechanical faults and plant
maintenance. This can be for computers, cars and factory machinery.
Users also want software that will manage devices to perform physical tasks
like loading and offloading of commodities, packing goods, automatically
opening doors, cleaning etc.

- Financial management. Companies would like automatic reminders for
re-ordering of materials or other purchases and services like payment of
utilities and wages. Many parents complain that after paying fees in the
bank, the school will still demand payment slips. They want an instant
reflection of payment records to all bank partners like all schools /
universities.

- Monitoring and supervision of resources. These include devices that
output something of economic interest and yet do not have record keeping
facilities. Same applies to employee / worker movements in and out of

office.

- In-built software tasks. Many users change their minds after sending an
email and they would like to un-send a sent email. Some want software
that can photocopy and fax pages in addition to current printing tasks.
Others would like instant messengers for machines on LANs. One person
said that the timing on his computer is not the same as actual time.

- Others - computerised bill-boards and car meters that automatically record
the amount of fuel remaining in the tank.
4. Increase software usage and accessibility.
- Address the gender issues that are creating the huge imbalance of female to
male computer interaction (currently at 3:7).
- Encourage the use of open source software to make it more affordable and
accessible.
5. Improve functional software utilization which is currently below average
(47%).
- Make software development multidisciplinary i.e. involve fine artists,

social scientists, gender experts, software engineers etc to address the
different components in the software lifecycle.
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- Shorten the distance between software developers / suppliers and end-
users. Physically distant suppliers become too expensive to consult and
this acts as a hindrance to full software utilization.

- Improve training of both software engineers and end users with regular
refresher courses. Mandatory training and certification of users who
successfully finish the training can be adopted.

7. Conclusion

The software industry in Uganda, and most likely, other developing countries
has grown tremendously. The quality of software being developed is now of
international standards and a concerted effort is needed to change people’s
mindset and perception that local software development is poorer. Users are ready
to embrace the software revolution. They are happy with the products and are
no longer complaining about huge costs involved. They know what they want
and understand the benefits of software usage but still lack the knowledge and
necessary expertise to optimally exploit the benefits. Both users and developers
have to be supported in their pursuit to eradicate poverty in the world by 2015.
The recommendations outlined in this report can be a starting point.
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This paper considers the scheduling of n independent jobs on m non-identical machines
using the ideas from game theory and multi-agent systems. The values of n and m are
Jixed at 30 and 6 respectively giving a schedule space with a dimension of approximately
10% schedules. The agents are used to represent the jobs and they select machines on
which the jobs should be processed, resulting into schedules. The schedules that are
generated are evaluated using the makespan which is the total time taken for all the
jobs to be processed. The makespan of the schedules that are generated vary when the
agents that represent the jobs change the way they make their selection decisions. The
agent selection policies that are investigated in this paper include pure random choice,
potential game strategy and dispersion game strategy. The results that are obtained
show that the random choice strategy and the potential game strategy generate the
empirical best schedules by chance. The dispersion game strategy however is shown to
converge very quickly to a stable schedule type whose best makespan value is between
3.1 to 3.4 times larger than the empirical best schedule. The main contributions in
this paper include generating schedules in a concrete schedule space using ideas from
game theory and multi-agent systems and the results that are obtained.

1. Introduction

Scheduling of a given number, 7 of independent jobs on a given number, 7 of non
identical parallel machines is an area that has attracted much interest for several
years especially from Operations Research [Graham et al. 1977; Sing & Sheik 1998;
Cicirello 2003; Nowicki and Smatnicki 2005; T°Kind and Billaut 2006; Johannes
2006; Trietsch and Baker 2008]. The scheduling problem has also attracted the
interest of researchers from Artificial Intelligence [Jurgen 1998; Jennings and
Jackson 1995; Sycara et al. 1995; Opiyo et al. 2005; Opiyo et al. 2006; Opiyo et
al. 2007]. Scheduling independent jobs on parallel non identical machines seek
algorithms that optimize, through minimization, such factors as the total time it
takes for all the jobs to be completed, also called the makespan [Ibarra and Kim
1977]. The scheduling problem has been well structured for the job shop related
applications. Graham et al. [1977] introduced a three component format for
specifying the problems in which the machine properties are specified followed
by the constraints then the optimization details. In that format the general class

12
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of the scheduling problem handled in this paper is Q| |C__, denoting uniform
machines, with no constraints specified and minimizing the total completion time
for al the jobs. In this paper the values of n and m are fixed at 30 and 6 respectively
giving a schedule space with a dimension of approximately 10% schedules. The
schedules are generated using ideas from Game theory and Multiagent systems.
This differs from other approaches based on Operations Research (OR). The issue
with the OR approaches is that most solutions are limited to each class of the
scheduling problem that is solved. This makes it necessary to seek the invention of
algorithms or heuristics for different problem classes. For example algorithms for
1| | Cmax are not guaranteed to solve the 3| | Cmax or the Q| | Cmax problems.
The agent-based approaches are different. The schedules are generated according
to the agent behaviour. This associates the qualities of schedules that are produced
with the behaviour of the agents. This shifts the burden of the scheduling problem
from the invention of algorithms to determining the agent behaviour that would
lead to good schedules. The main advantage of using the agent-based approach is
that in the extreme case that the problem class is unfamiliar the agents can learn
the behaviour that leads to good schedules on their own, see Galstyan et al. [2005].
The scalability problem is also less restricting with the agent based approach.
The agent based approach is also more appropriate for the emerging distributed
systems environments such as the Internet, cellular networks and grid computing
[Foster et al. 2001; Araujo et al. 2007; Berman et al. 2003].

1.1 The Scheduling Problem as a Multiagent Systems Game

In this section the way that the scheduling process is modeled as the agent game
is outlined. The agents are entities that can sense and react to changes in their
environments autonomously. The multiagent system is a system that consists of
the agents [Wooldrige 2002]. Game theory is the study of interactions in contexts
where the participants make the choices that are conflicting. A game is a structure
that consists of a set of the agents, a set of the agent actions or choices and a set
of the agent payoffs associated with their actions [Wooldrige 2002; Shoham and
Leyton-Brown 2008]. The scheduling task under consideration involves assigning
n independent jobs that are to be processed on 72 non identical machines so that
the total processing time for all the jobs is minimized. A game can be formulated
in which the agents represent the jobs, the machines or both [Porter 2004;
Heydenreich et al. 2006; Angel et al. 2006]. In this work the agents represent the
jobs. The agents act by choosing the machines on which the jobs that they represent
are to be processed. The agent payoffs are based on the makespan. A schedule with
a smaller makespan is the one that is more preferred. The makespan is however,
a group payoff rather than an individual payoff. The types of games that are of
interest in this paper include dispersion games [Trond et al. 2002], potential games
[Monderer and Shapley 1996], and random choice games. Random choice games
are those in which the agents make choices at random without considering any
other matters.

13
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Dispersion games are those in which the agents win positive payoffs when they
choose distinct actions [Trond et al. 2002; Yuri et al. 1997]. The agents therefore
prefer to be more dispersed over actions in that they choose deferent actions than
those chosen by other agents.

Forexample, setting up new businesses in areas where there are no similar businesses
and choosing to drive on streets with low traffic, are some of the activities that can
be modeled by dispersion games.

Potential games are those in which the incentive of all players to change their
strategy is expressed in one global function called the potential function [Monderer
and Shapley 1996; Sandholm 2001]. The progressive actions of the participants
lead to a stable state. The use of taxes or public charges to influence the decisions
of people is a form of potential game.

The schedules that are generated are evaluated using the makespan. The
schedule with the least makespan is the better one. The behaviour of the agents
is pre-determined and in each case the resulting schedules are examined. The
agents represent the jobs and they select the machines on which the jobs should
be processed. The way that the agents select the jobs constitute their behaviour.
These different selection schemes give rise to different classes of schedules based on
the makespan. The qualities of these schedules are compared. The broad objective
of this work is to try to identify the agent selection scheme that would yield good
schedules. The specific objective is to find out how the quality of the schedules
is affected by the random choice games, the potential games and the dispersion
games.

1.2 Game Theoretic Multi-agent Systems Scheduler

In this section the scheduler that relies on the ideas from game theory and multi-
agent systems is presented. The core of the algorithm that is used is also given.
There are 30 jobs each represented by an agent and there are 6 machines. A typical
best schedule that was generated is given in Figure 1.

Fig.1: Typical best schedule with a makespan of 28

Schedule Instance for 30 jobs on 6 machines with a makespan of 28

Time 0 | 29(30|31)32(33]3
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The agents are labeled 0 - 29 and the machines are labeled O - 5. The machines are
shown to the left. Each machine has the jobs scheduled on it labeled 0 - 29 on its
right. The core of the allocation algorithm is outlined as follows:

Initialization: AgentList(0-29) each with processing time, MachineList(0-5) each with a speed

While (rounds < some pre-determined value- 100,000: 1,000,000)

Agents select machines (random | | potential || dispersion game strategy)
Shortest processing time (SPT) heuristic is used to arrange agents on local machines

Note schedule statistics; adjust rounds EndWhile
The remaining sections of this paper include related work where similar research
is highlighted; the experimental set up that outlines the simulation experiments and
the results that were found; the discussion of the findings, and the conclusion.

2. Related Work

This work was motivated by the work of Heydenreich et al. [2006]and Porter [2004]
in their work that is part of the broader area of algorithmic game theory [Marios
et al. 2006; Nisan et al. 2007; Shoham and Leyton-Brown 2008]. Porter’s model
had 7 jobs that were represented by the agents, a centre that applied a scheduling
mechanism and one machine processor. This was of the type 1||C__ using the
notation of Graham et al. [1977]. This model was extended by Heydenreich et al.
[2006] to the general type P| |C_ in which several jobs run on several identical
parallel machines. The jobs are represented by the agents. The agents select the
machines on which they want the jobs to be processed. This work differs from
their work in that the problem class that is considered is in this work is of the type
Q| |C,,, where the machines are not identical. It also differs in the approach in
that these researches used analytical techniques to investigate the loss of efficiency
from a central to a distributed environment using the price of anarchy. This work
on the other hand conducts investigations in a concrete space, uses an empirical
approach, and investigates the quality of schedules that can be obtained by varying
the agent behaviour.

3. The Experiment and the Results

This section gives an outline of the way that the experiments were conducted.
The aim of the experiment was to determine the agent behaviour that generates
the schedules that are good, that is with minimum makespan. The important
properties of jobs include the release time, the deadline, the processing time and
the weight. The important machine property is its speed. There were 30 jobs
labeled 0 to 29. There were 6 machines labeled 0 to 5. The machine speeds and
the job processing times were fixed using integer values. It was assumed that the
scheduling process begins when all the jobs are available. The release time was
therefore fixed to O in all cases. It was also assumed that the jobs were equally
weighted. The schedules were produced in rounds. One round gave one schedule.
After each round, the schedule, the round of the schedule and the makespan of the
schedule were noted.
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If the schedule turned out to be better than the best schedule then its details
were remembered, replacing those of the incumbent best schedule. If the schedule
turned out to be the worse than the worst schedule then its details replaced those
of the worst incumbent schedule. The rounds ranged from 100, 000 to 1 million.

The empirical best makespan was 28 while the empirical worst makespan
was 400. These values only hold for the fixed integer values that were used for
the processing times of the jobs and the speeds of the machines. The results are

summarized in Table 1, and Figure 2.

Table 1: Summary of the results

Attribute Random Choice | Potential Game |Dispersion Game
Best makespan 28 - 30 28 - 30 30 -60

Worst makespan |350 - 480 270 - 380 100 - 220

Effort for best-  |65% 75% Under 5 %

Effort for worst - [15% 10% Under 5%
Schedule quality- |Just below 8 % |7% - 10 % 8% constant
Quality of best | 98% 82 % 35 %

Quality of worst |5% 5% 10%

Probability distr.

90 % in 158 - 167

90% in 118 - 127

99 % in 88-97

Legend: best-: best makespan; worst-: worst makespan; quality-: quality index distr.: distribution; 158-167, 118-127,

88-97: intervals for makespan

Fig. 2: Distribution of the makespan based on Random Choice and Dispersion
game strategies
Probability distribution of the makespan for 1 million
schedules (Random and Potential games)
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4. Discussion

The results on the best makespan obtainable using various agent selection schemes
indicate that only the random choice and the potential game strategies give
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a makespan equal to or close to 28. The makespan of 28 is the empirical best
makespan for the given integer values of the job processing times and the machine
speeds [Table 1]. The results from dispersion game strategy are not as good since
the best makespan lies between 30 and 60. This is explained by the fact that the
random effect that is present in both random choice and potential games causes the
free exploration of the schedule space and makes it possible for them to stumble
on schedules with the best makespan. The dispersion game strategy scheme on the
other hand converges much faster to the load balanced configurations that restrict
the makespan to a similar range of 88 - 97 [Table 1]. This makes the best and the
worst schedules to occur around this range for the dispersion game strategy. On
whether there is some predictable amount of search effort required to get the
best schedule the results indicate that no reliable predictable rule is immediately
evident for random choice and potential game strategies. From the results it is only
indicative that more rounds are needed to guarantee getting a good schedule when
using the random choice or the potential game selection policies. The dispersion
game gives a very different result. The number of rounds, for getting both the best
and the worst schedules is extremely low. This is explained by the convergence to
a balanced load on all machines that occurs very fast mostly by the third schedule
generated or third round. The results indicate that highest quality and lowest
quality schedules are generated using the random and potential game strategies.
Dispersion game strategy, however, produces schedules that are moderate, though
between 3.1 and 3.4 larger than the empirical best schedule. These schedules are
not so good and not so bad. The distribution of schedules in the space was also
investigated [Figure 2 and Table 1]. The random choice strategy scheme gives
insight into the possible schedule distribution in the schedule space based on the
quality of the makespan. This is because the random choice strategy generates
schedules at random and independently and therefore draws random samples
from the schedule space. The distributions obtained from the potential game
strategy and dispersion game strategy only depict the way the agent behaviour
affects quality schedules. The potential game is designed such that the agents will
tend to repeat the actions that previously led to the best schedules. This is visible
in Figure 2, where the displacement is to the left, or towards the good schedules,
those with smaller makespan. The dispersion game however led to the schedules
with the makespan mostly in the range of 88 - 97 [Table 1].

5. Conclusion

This work has taken an empirical approach to handling the scheduling problem
involving independent jobs on parallel non identical machines. The long term
objective is to find a way of producing schedules that are good based on some
measure and in this case, the makespan. It has been demonstrated that the ideas
from game theory and multi-agent systems can be used to generate schedules in
a concrete space. It has also been shown that the quality of schedules is affected
by the agent behaviour as it selects a machine. It has also been demonstrated that
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there is a schedule space in which the performance of load balanced solutions
is consistently 3.1 to 3.4 times worse than the empirical best. In real life terms
the scheduling scenarios occur in more complex contexts than the 30 jobs and
6 machines scenario. The schedule spaces in such scenarios are much larger. It
means that there is much room, and by some chance, to operate with schedules
that are close to the best and plenty of room, also by some chance, to operate with
schedules that are bad. The findings in this work point to further investigations on
the desired agent behaviour since none of the selection schemes seem satisfactory.
The dispersion game converges very quickly to a solution but such as solution can
be far from the empirical best schedules. This work has investigated the quality
of schedules where some given integer values of the job processing times and the
machine speeds are used, however, it may be extended to other selected integer
values. It may also be extended to investigate contexts in which the jobs and the
machines are dynamic. These are left as the issues for further work. Another area
for further work is to investigate if it is necessary to use any heuristics at all where
the agents are used to produce schedules as they play the allocation game for the
scheduling problems of the type Q| |C__
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Dynamic Resource Allocation: A
Comparison of First Price Sealed Bid
and Vickrey Auctions

Elisha T. O. Opiyo, Erick Ayienga, Katherine Getao,
William Okello-Odongo, Bernard Manderick and Ann Noweé

Resource allocation involves assigning the resources to the resource users. Where the
resources and the resource users do not change with time, the resource allocation
problem can be solved as a scheduling problem. Where the resources and the resource
users change with time then some different allocation mechanisms are needed. In this
paper an environment is considered in which the resources emerge and the resource
requests also emerge unpredictably as time goes. The resources emerge with different
capacities and in the same way the resource requests also emerge from the users with
different demands as time goes. In this dynamic environment the resource allocation
performance of the first price sealed bid and the Vickrey auctions are explored and
compared. The system allocation performance is measured using the number of
the emerging resource provisions and the resource requests that get matched. The
simulation results show that there is no performance difference berween the two
mechanisms apart from the fact that the Auctioneer’s earnings are higher for the first
price sealed bid auction.

1. Introduction

Resource allocation is the process of assigning the resources to the resource users.
In a static environment the number of the resources and the number of the
resource users do not change. The resource allocation problem can, therefore, be
solved as a scheduling problem. The resources can, however, change with time in
different ways. The resource capacities can be changing with time. The resources
can also change by being available at different times with different capacities.
Consider a situation in which there are three computers each with the different
types of packages that are used through online access by some ten people in a
small organization. At any moment there may be a number of requests for the
packages. If there are only three requests then there may be no problem as the
requests can be immediately satisfied if no additional conditions are imposed. At
some other time there could be, say, five requests. This requires making a decision
on whom to allocate the computers immediately and who should wait. With time
the number of requests change and the number of computers may also change.
This is a dynamic resource allocation scenario. The computers are the resources
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and the workers are the resource users. This paper presents an exploration of
the performance of the allocation process when it is managed by the first price
sealed bid, or the Vickrey auctions. It is assumed that the resources do not fail
and a resource user is not transferred from one resource to another for the sake of
continuity (i.e. no pre-emption).

Auctions involve buying and selling items by offering them for bids, handling
the bids, and then allocating the item to the one whose bid is the highest. The
goods change hands from the auctioneers who manage the bids and represent the
resource owners to the bidders who represent the resource consumers. The first
price sealed bid auctions are those in which the proposed bids are private in that
the participants do not see each other’s bids. The highest bidder is allocated the
item and that bidder pays the amount that was in the bid. The Vickrey auctions
are also private but the highest bidder gets the item but pays the amount that
was proposed by the second highest bidder [Wooldrige 2002]. Grid computers are
virtual computers that are constructed out of flexible, secure, coordinated resource
sharing among dynamic collections of individuals, institutions and resources
[Forster et al. 2001]. Although they involve many computing elements that are on
the network their individual users think that they are each using a single computer.
Pre-emption is a notion that is used to describe a situation where a job that is being
executed is interrupted and continued at a later time on the same or a different
machine. The job may also simply be transferred from one machine to another.
Schedules are plans for performing work or achieving an objective, specifying the
order and allotted time for each activity; or a program of events or appointments
expected in a given time [Houghton 2000]. Agents are autonomous entities in
the environment that can sense and react to the environmental changes. Multi-
agent systems are those systems that are made up of several agents [Wooldrige et
al. 2000].

Scheduling has been identified as one of the grid computing challenging issues
[Buyya 2002]. Foster et al. [2001] also identify resource sharing as important
activity in grid computing. The resources should be assigned to users so that the
users can work smoothly and harmoniously. In this paper the dynamic resource
allocation process is considered. The resources and the users emerge and leave
on their own in an unpredictable manner as time goes on. This is the basis of
the dynamism. The grid computing problem can be structured as consisting
of two sets one set consists of the resource users and another set consists of the
resource providers requiring matching dynamically. Section 3 gives more details
on this problem. This paper reports the use of the auction-based techniques for
the dynamic resource allocation of the resources in a simplified environment. The
dynamism is retained but pre-emption and resource failures are not allowed. The
performance measurements are based on the time that the users and the resources
take before they are served. Ideally a user wants to get a resource immediately
while a resource seeks to be utilized immediately.
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This paper continues with a presentation of the simplified resource allocation
model and then gives the outline of the allocation algorithm. Related work is
considered and the experimental set up is outlined. The summarized results are
given, and discussed, and finally the conclusion is made with further areas of
research pointed out.

2. The Resource Allocation Model

In this section the auction-based allocation model and an outline of the allocation
algorithm are presented. The resource allocation model that is investigated and
is reported in this paper is a simplified version of an agent-based grid scheduling
model of Opiyo et al. [2007]. In that model, the auctioneer, bank, registrar and
service agents manage the resource allocation process as resource agents offer their
facilities while the user agents make the requests for the resources. The simplified
model that is used in this paper is found in Figure 1.

Fig. 1: Auction-based resource allocation framework

User agents -make
requests Aucti Resource
uctioneer i
—>( allocation
anent
Resource agents — make schedule
resource offers \/—

The core of the resource allocation algorithm is as follows:
WHILE (the system is running)
Form a list of resource users and providers as they emerge
At some pre-determined time intervals {
For each resource compile a list of eligible users
Allocate the resource to most eligible user using auction (sealed bid/Vickrey)
Remove scheduled resources and users from their respective lists
Note important statistics
Release the current allocation schedule

}
ENDWHILE

3. Related Work

In this section the scheduling problem as related to the grid computing context
is outlined. The way this problem has been approached is considered. The grid
computing resource allocation problem can be stated in the same way as the
general scheduling problem. Consider the set of user tasks {7, T, Tsse.ces, T}
and a set of resources {R, R, R,,....,, R_}. The problem is to find a way to
assign resources to the tasks such that some objectives are optimized. In grid
computing, however, due to the dynamism, uncertainties, wide distribution
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and resource autonomies the optimization factor is not pursued much. The grid
computing problem has been approached using the techniques that are economic
on the one hand and non-economic on the other [Buyya 2000]. The economic
approaches use commodity market-based and auction-based techniques [Buyya
2000; Ferguson et al. 1999; Rajkumar et al. 1997; Wolski et al. 2000; Buyya et
al. 2005]. The commodity-based approaches involve buyers and sellers where the
prices are publicly agreed upon and may be demand driven. The auction-based
methods involve the auctioneers and the bidders. The allocations are done by the
auctioneer awarding the resources to the most qualified bidders according the rules
of the respective auctions. The non-economic approaches to solving the resource
allocation problem are responsible for the early grid computing platforms such as
Condor. These non-economic allocation methods rely on scheduling techniques
that emerged out of distributed operating systems [Berman et al. 2003¢; Zoltan
and Lazlo 1999; Ammar et al. 1999; Gabrielle et al. 2001; Cao et al. 2001; Tomasz
et al. 2003; Walfredo et al. 2004; Adnan 2004; Bucur 2004]. These researchers
were mostly concerned with delivering complete grid computing architectures
using various scheduling techniques that are based on queues, service discovery or
brokering. A non-economic approach that is close to this work is that of Getao
and Opiyo [Getao and Opiyo 2007], in which data structures are used in managing
the resource allocations process. This paper presents the work that differs from
the other previous work in that the auction-based approach is used in the resource
allocation. The focus in this paper is on the performance related issues that would
arise in the grid computing context. The rate at which the emerging resource
requests and resource offers are matched by the dynamic allocation mechanism
is the performance matter that is being investigated. The other previous auction-
based work has concentrated on the allocation of particular commodities such
as the bandwidth but not concerned with the grid computing [Rosu et al. 1997;
Ramanathan et al. 1999; Chandra et al. 2002; Ghosh et al. 2004; Georgiadis et al.
2006]. The other previous work involving auctions has also been concerned with
the centralization and the decentralization issues. It has involved investigating the
nature of the auction mechanisms that are strategy-proof and encourage truthful
revelations [Nisan & Ronen 1999; Nisan & Ronen 2000]. The pioneering work of
Chunlin and Layuan [2008] concentrates more on the layered modeling of global
optimization in grid computing with focus on the quality of service.

4. The Experiment and the Results

The objective is to investigate rate at which the resource users and the resource
providers are matched by the system’s dynamic allocation mechanism as they
emerge. Some questions are used to guide the investigation. When a user is looking
for a resource how long would the user wait before the resource request is met?
Similarly, how long does it take a resource that has been availed for use before it
begins to be used? What is the overall waiting time for the system? What does the
auctioneer gain? The variables whose values are recorded include user efficiency,
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resource efficiency, overall efficiency, user waiting time efficiency, resource
waiting time efficiency and auctioneer’s efficiency. The user efficiency is the ratio
of the total users whose requests are met to the total number of users expressed
as a percentage. The resource efficiency is the ratio of the total resource providers
whose offers are utilized to the total number of resource providers expressed
as a percentage. The overall efficiency is the ratio of the total resource users and
providers whose needs are met to the total number of users and providers expressed
as a percentage. This variable acts as the systems performance metric. The user’s
waiting time efficiency is computed as: (Total Length of Time - Cumulative Waiting
Time for Users)*100/Total Length of Time. The resource provider’s waiting time
efficiency is computed as: (Total Length of Time - Cumulative Waiting Time for
Resources)*100/ Total Length of Time. The auctioneer’s efficiency is computed as the
ratio of total amount earned to potential amount that can be earned expressed as
a percentage.

The average values were obtained from all the sessions beginning with 10,000
rounds to 100,000 rounds for each dynamic allocation mechanism. The first price
sealed bid auction allocation mechanism yielded the efficiencies above 85% for
the user, resource, system, user waiting and resource waiting. The auctioneer
efficiency was 100%. The Vickrey auction allocation mechanism yielded the
efficiencies above 83% for the user, resource, system, user waiting and resource
waiting. The auctioneer efficiency was about 70%. Figure 2 gives a comparison of
the performances.

Fig. 2: Comparing performances of the auction mechanisms

Comparing Performance of First Price Sealed Bid
and Vickrey Auctions in Dynamic Resource
Allocation
120
@ 100 : :
2 80 - @ Vickrey Auction
£ 60 Mechanism
3 B First Price Sealed Bid
g) 40 1 Mechanism
20 -
O ,
User Eff Ove. Effi RWaitEff
Performance Measures

Legend: User Eff - User Efficiency; Res. Eff- Resource Efficiency; Ove. Effi — Overall Efficiency; UWaitEff - user
waiting efficiency; RWaitEff - Resource waiting efficiency; Auc. Eff - Auctioneer Efficiency

5. Discussion

The resource users are cleared at an efficiency rate above 83%. The resource
Yy
provider’s efficiency is above 95% for both mechanisms. The non attainment of
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100% is explained by the fact that there will be some requests or offers that cannot
be met. Some of the resources may not be used due to the non availability of the
suitable resource users. Sometimes some resource users are always bidding lower
than the other competing users. The overall performance in both cases is over 80%.
In both mechanisms the mean waiting time efficiencies are above 95% that means
that the emerging resource requests and resource offers do not wait for a long time
before their needs are met. This is an indication of the potential that exists in the
use of the auction-based allocation mechanisms in a dynamic environment such as
the grid computing.

Figure 2 shows how the performances of the two mechanisms compare. The
percentage difference between the corresponding values of the performance
measurements are below 3 % except for the auctioneer’s earning efficiency. The
auctioneer’s earning is more for the first price sealed bid allocation mechanism
because in it the bidder pays the amount that is on the bid. This enables the
auctioneer to collect all the possible revenue. For the Vickrey auction, on the
other hand, the bidder pays the value of the second highest bidder which is most
likely lower than the winner’s bid price. The auctioneer therefore earns less than
the possible total revenue from the winning bids. So apart from the auctioneer’s
earnings, all other performance parameters seem to be similar. The similarity
of other performance values is explained by the similarity of the two allocation
processes. Both are sealed bids. Both have the same allocation process. In both
cases to get an eligible bidder the list of bidders must be in descending order of
the bidding amounts. The process of picking the second highest bidder when the
auctioneer is collecting payment in case of the Vickrey allocation mechanism does
not seem to introduce any waiting overhead. This is because the process of picking
payment from the highest bidder and from the second highest bidder need not
take different lengths of time.

6. Conclusion

The results from these experiments point to the fact that the use of the first
price sealed bid and the Vickrey allocation mechanisms in the grid computing
environment is promising. Either of them may be used in managing the grid
computing resource allocation tasks. Since both mechanisms deliver similar
performance capabilities except for the auctioneer’s revenue, the circumstances may
determine which one to use. Where the resource owners insist on maximizing their
revenues the first price sealed bid auction allocation mechanism may be selected.
However, if truthful bidding is emphasized then the Vickrey auction allocation
mechanism can be used. The auction-based resource allocation mechanisms such
as the ones that have been compared can only be implemented where the resource
requests are always accompanied by some numeric offers. The numeric offers
should represent the valuations that are attached to the resources by those making
the requests. These mechanisms can also work only under the circumstances where
the resource requests and resource offers are periodically processed particularly
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to allow the auctioneers to perform the allocations. In computing environments
there are periodic checks that enable the events to be recognized for servicing. As
an item of further work, investigations can be conducted to find out the effect on
performance of pre-emption, uncertainties of the resource providers and of the
resource consumers. There is also need to investigate the effect of the length of the
time that the auctioneer takes before the allocations are conducted.
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Bootstrapping Machine Translation for
the Language Pair English - Kiswahili

Guy De Pauw, Peter Waiganjo, Wagacha Gilles and Maurice De Schryver

In recent years, research in Machine Translation bas greatly benefited from the
increasing availability of parallel corpora. Processing the same text in two different
languages yields useful information on how words and phrases are translated from a
source language into a target language. To investigate this, a parallel corpus is typically
aligned by linking linguistic tokens in the source language o the corresponding units
in the target language. An aligned parallel corpus therefore facilitates the antomatic
development of a machine translation system. In this paper, we describe data collection
and annotation efforts and preliminary experiments with a parallel corpus English
- Kiswabili.

1. Introduction

Language technology applications such as speech recognition and machine
translation can provide an invaluable impetus in bridging the digital divide. For a
language like Kiswahili, digital resources have become increasingly important in
everyday life both in urban and rural areas, particularly thanks to the increasing
number of web-enabled mobile phone users in the language area. Most research
in the field of language technology for African languages is however still firmly
rooted in the knowledge-based paradigm, in which language applications and
tools are built on the basis of manually compiled rules. This approach makes
development of language technology applications expensive, since it requires a
significant amount of expert knowledge and manual effort. The need for a cheaper
and faster alternative for developing African language technology applications is
therefore high.

The data-driven, corpus-based approach envisioned in this paper establishes
such an alternative, so far not yet extensively investigated for African languages.
The main advantage of this approach is its language independence: all that is needed
is (linguistically annotated) language data, which is fairly cheap to compile. Given
this data, existing state-of-the-art algorithms and resources can consequently be re-
used to quickly develop robust language applications and tools.

Most African languages are however resource-scarce, meaning that digital text
resources are few. An increasing number of publications however are showing
that carefully selected procedures can indeed bootstrap language technology for
Kiswahili [De Pauw et al. 2006] and even smaller local Kenyan languages [De
Pauw and Wagacha 2007; De Pauw et al. 2007a; De Pauw et al. 2007b].

30
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In this paper we outline on-going research on the development of a data-driven
machine translation system for the language pair English - Kiswahili. We first
provide a short survey of the different approaches to machine translation (Section
2). We then concentrate on the required data collection and annotation efforts
(Section 3) and describe some preliminary experimental results with automatic
sentence and word alignment tools (Section 4). We conclude with a discussion of
the current limitations to the approach and provide pointers for future research.

2. Machine Translation

The main task of Machine Translation (MT) can be defined as having a computer
take a text input in one language, the Source language (SL), decode its meaning
and re-encode it producing as output a similar-meaning text in another language,
the Target language (TL). The idea of building an application to automatically
convert text from one language to an equivalent text-meaning in a second language
traces its roots back to cold ward intelligence efforts in the 1950’s and 60’s for
Russian-English text translations. Since then a large number of MT systems have
been developed with varying degrees of success. For an excellent overview of the
history of MT, we refer the reader to [Hutchins 1986].

The original dream of creating a fully automatic MT system has long since been
abandoned and most research in the field currently concentrates on minimizing
human pre- and post-processing effort. A human translator is thus considered
to work alongside the MT system to produce faster and more consistent
translations.

The Internet brought in an interesting new dimension to the purpose of MT. In
the mid 1990s, free online translation services began to surface with an increasing
number of MT vendors. The most famous example is AltaVista’s Babelfish, offering
on-line versions of Systran to translate English, French, German, Spanish and
other Indo-European languages. Currently Google.inc is also offering translation
services. While these systems provide far from perfect output, they can often give
readers a sense of what is being talked about on a web page in a language (and often
even character set) foreign to them.

There are roughly three types of approaches to machine translation:

1. Rule-based methods perform translation using extensive lexicons with
morphological, syntactic and semantic information, and large sets of
manually compiled rules. These systems are very labor intensive to
develop.

2. Statistical methods entail the collection and statistical analysis of bilingual
text corpora, i.e. parallel corpora. The technique tries to find the highest
probability translation of a sentence or phrase among the exponential
number of choices.

3. Example-based methods are similar to statistical methods in that they are
parallel corpus driven. An Example-Based Machine Translator (EBMT)
scans for patterns in both languages and relates them in a translation
memory.
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Most MT systems currently under development are based on methods (2) and/
or (3). Research in these fields has greatly benefited from the increasing availability
of parallel corpora, which are needed to bootstrap these approaches. Such a parallel
corpus is typically aligned by linking, either automatically or manually, linguistic
tokens in the source language to the corresponding units in the target language.
Processing this data enables the development of fast and effective MT systems in
both directions with a minimum of human involvement. In the next section we
describe data collection and preprocessing efforts on the Sawa Corpus, a parallel
corpus English - Kiswahili.

3. Data Collection And Annotation

While digital data is increasingly becoming available for Kiswahili on the Internet,
sourcing useful bilingual data is far from trivial. At this stage in the development
of the MT system, it is paramount to use faithfully translated material, as this
benefits further automated processing. The corpus-based MT approaches we wish
to employ, require word alignment to be performed on the texts, during which
the words in the source language are linked to the corresponding words in the
target language (also see Figure 1). But before we can do this, we need to perform
sentence-alignment, during which we establish an unambiguous mapping between
the sentences in the source text and the sentences in the target text. While some
data is inherently sentence-aligned, other texts require significant preprocessing
before word alignment can be performed.

The Sawa Corpus currently consists of a reasonable amount of data (roughly
half a million words in each language), although this is not comparable to the
resources available to Indo-European language pairs, such as the Hansard corpus
[Roukos et al. 1997] (2.87 million sentence pairs). Table 1 gives an overview of
the data available in the Sawa Corpus. For each segment it lists the number of
sentences and words.

Table 1: Overview of the Data in the Sawa Corpus

SEngllsh Kiswahili English Words |Kiswahili Words
entences | Sentences

New Testament 7.9k 189.2k 151.1k
Quran 6.2k 165.5k 124.3k
Declaration of HR 0.2k 1.8k 1.8k
Kamusi.org 5.6k 35.5k 26.7k
Movie Subtitles 9.0k 72.2k 58.4k
Investment Reports 3.2k 3.1k 52.9k 54.9k

Local Translator 1.5k 1.6k 25.0k 25.7k

Full Corpus Total 33.6k 33.6k 542.1k 442 .9k
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We found digitally available Kiswahili versions of the New Testament and the
uran for which we sourced the English counterparts. While religious material has
a specific register and may not constitute ideal training material for an open-ended
MT system, it does have the advantage of being inherently aligned on the verse
level, facilitating further sentence alignment. Another typical bilingual text is the
UN Declaration of Human Rights, which is available in many of the world’s
languages, including Kiswahili. This text was manually sentence-aligned.

The downloadable version of the on-line dictionary English-Kiswahili [Benjamin
2008] contains individual example sentences associated with the dictionary entries.
These can be extracted and used as parallel data in the Sawa corpus. Since at a later
point, we also wish to study the specific linguistic aspects of spoken language, we
opted to have some movie subtitles manually translated. These can be extracted
from DVDs and while the language is compressed to fit on screen and constitutes
scripted language, they nevertheless provide a good sample of spoken language.
It is inherently sentence-aligned, thanks to the technical time-coding information
and also opens up possibilities for MT systems with other language pairs, since a
commercial DVD typically contains subtitles for a large number of other languages
as well.

The rest of the material consists of paragraph-aligned data, which was manually
sentence-aligned. We obtained a substantial amount of data from a local Kenyan
translator. Finally, we also included Kenyan investment reports. These are yearly
reports from local companies and are presented in both English and Kiswahili.
A major difficulty was extracting the data from these documents. The company
reports are presented in colorful brochures in PDF format, meaning automatic
text exports require manual post-processing and paragraph alignment. They
nevertheless provide a valuable resource, since they come from a fairly specific
domain and are a good sample of the type of text the projected MT system may
need to process in a practical setting.

The reader may note that there is a very diverse range of texts within the Sawa
corpus, ranging from movie subtitles to religious texts. While it certainly benefits
the evaluation to use data from texts in one specific language register, we have
chosen to maintain variety in the language data at this point. Upon evaluating the
decoder at a later stage, we will however investigate the bias introduced by the
specific language registers in the corpus.

All of the data in the corpus was subsequently tokenized, which involves
automatically cleaning up the texts, conversion to UTF-8 and splitting punctuation
from word forms. The next step involved scanning for sentence boundaries in
the paragraph-aligned text, to facilitate the automatic sentence alignment method
described in Section 4.

While not necessary for further processing, we also performed manual word-
alignment annotation. This task can be done automatically, but it is useful to have
a gold-standard reference against which we can evaluate the automated method.
Monitoring the accuracy of the automatic word-alignment method against the
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human reference, will allow us to tweak parameters to arrive at the optimal
settings for this language pair.

We used the UMIACS word alignment interface [Hwa and Madnani 2004] for
this purpose and asked the annotators to link the words between the two sentences
(Figure 1). Given the linguistic difference between English and Kiswahili, this is by
no means a trivial task. Particularly the morphological richness of Kiswahili means
that there is a lot of convergence from words in English to words in Kiswahili.
This alignment was done on some of the manual translations of movie subrtitles,
giving us a gold-standard word-alignment reference of about 5,000 words. Each
annotator’s work was cross-checked by another annotator to improve correctness
and consistency.

4. Proposed Methods
Fig. 1: Manual word alignment using the UMIACS interface

Sentence Numbaes: 22

rou caught me skiving , ' atraid | Samahani |, umenidaka nilkihepa
You caught me shhdnmg . rm afraid
| B 5 e e SR S |
= BN S —— — e
PR——_ —— R
— — = —
Samahani 8 umesnida nikihepa
4 11 |
Erev Santance ‘ | Relate Link Da-Helact Link Hext Sentence
I

There are a number of packages available to process parallel corpora. To preprocess
the paragraph-aligned texts, we used Microsoft’s bilingual sentence aligner [Moore
2002]. The output of the sentence alignment was consequently manually corrected.
We found that 95% of the sentences were correctly aligned with most errors
being made on sentences that were not present in English, i.e. instances where the
translator decided to add an extra clarifying sentence to the direct translation from
English. This also explains why there are more Kiswahili words in the paragraph
aligned texts than in English, while the situation is reversed for the sentence
aligned data.

For word-alignment, the state-of-the-art method is GIZA + + [Och and Ney 2003],
which implements the word alignment methods IBM1 to IBM5 and HMM. While
this method has a strong Indo-European bias, it is nevertheless interesting to see
how far we can get with the default approach used in statistical MT. We evaluate
by looking at the word alignments proposed by GIZA + + and compare them
to the manually word-aligned section of the Sawa Corpus. We can quantify the
evaluation by calculating precision and recall and their harmonic mean, the F-
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score (Table 2). The former expresses how many links are correct, divided by
the total number of links suggested by GIZA + +. The latter is calculated by
dividing the number of correct links, by the total number of links in the manual
annotation. While the results presented in Table 2 are encouraging, it is clear that
extra linguistic data sources and a more elaborate exploration of the experimental
parameters of GIZA + + is needed.

Table 2: Precision, Recall and F-score for the word-alignment task using GIZA + +

Precision Recall F o)

39.4% 44.5% 41.79%

5. Discussion

In this paper we presented parallel corpus collection work that will enable the
construction of a machine translation system for the language pair English -
Kiswahili. We are confident that we have a critical amount of data that will enable
good word alignment that can subsequently be used as a model for an MT decoding
system, such as the Moses package [Koehn et al. 2007]. While the currently reported
scores are not yet state-of-the-art, we are confident that further experimentation
and the addition of more bilingual data as well as the introduction of extra linguistic
features will raise the accuracy level of the proposed MT system.

The most straightforward addition is the introduction of part-of-speech tags as
an extra layer of linguistic description, which can be used in word alignment model
IBMS5. The current word alignment method tries to link word forms, but knowing
that for instance a word in the source language is a noun, will facilitate linking it
to a corresponding noun in the target language, rather than considering a verb as
a possible match. Both for English [Ratnaparkhi 1996] and Kiswahili [De Pauw et
al. 2006], we have highly accurate part-of-speech taggers available. Another extra
information source that we have so far ignored is a digital dictionary as a seed for
the word alignment. The kamusiproject.org electronic dictionary will be included
in further word-alignment experiments and will undoubtedly improve the quality
of the output.

Once we have a stable word alignment module, we will further conduct learning
curve experiments, in which we train the system with gradually increasing amounts
of data. This will provide us with information on how much more data we need
to achieve state-of-the-art performance. This additional data can be automatically
found by parallel web mining, for which a few systems have recently become
available [Resnik and Smith 2003]. Furthermore, we will also look into the use
of comparable corpora, i.e. bilingual texts that are not straight translations, but
deal with the same subject matter. These have been found to work as additional
material within a parallel corpus [McEnery and Xiao 2007] and may further help
improve the development of a robust, open-ended and bidirectional machine
translation system for the language pair English - Kiswahili.
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Towards Domain Independent
Named Entity Recognition

Fredrick Edward Kitoogo, Venansius Baryamureeba and Guy De Panw

Named entity recognition is a preprocessing tool to many natural language processing
tasks, such as text summarization, speech translation, and document categorization.
Many systems for named entity recognition have been developed over the past years
with substantial success save for the problem of being domain specific and making it
difficult to use the different systems across domains. This work attempts to surmount
the problem by proposing the use of domain independent features with a maximum
entropy model and a multiobjective genetic algorithm (MOGA) to select the best
Jeatures. The methods used in this work are backed up by experiments of which the
classifications are evaluated using two diverse domains. Conclusions are finally
drawn and the outlook for future work is considered.

1. Introduction

The rising need of automatic recognition and classification of information from
different literature sources has given rise to the development of many named
entity recognition systems. The systems that have emerged over the years have
however been tailor-made to work with specific domains such as the newswire in
the CoNLL 2003 shared task [Tjong Kim Sang and De Meulder 2003]. The systems
are designed with respect to unique semantics, domain specificity, document genre
and syntax which render it very difficult for adaptation across domains.

The focus of this work is placed on recognition and classification of text from
diverse domains. We propose the following approach to handle the task: first, we
identify the different diverse domain corpora from which the recognition is going
to be done , second, we make out the entity types that are common to the different
domains; in this work we adopted the entity types used in the CoNLL 2003 shared
task [Tjong Kim Sang and De Meulder 2003] and those used in the MUC-7 Named
Entity Task, third, we introduce the idea of domain independent features (features
derived from different domain data sets) on top of local and global features. We
use 2 maximum entropy model together with a MOGA to choose the best features
performance on all domain data sets. Performance improvement with the use of a
domain independent gazetteer automatically generated using the method used in
Nadeau et al. [2006] will also be investigated.

The recognition and classification of entities in the approach above will be
achieved in a two step process; (i) Named Entity Detection [NED], where the
named entities (NEs) in the target text are tagged using the illustrious BIO model

38



Towards Domain Independent Named Entity 39

used by Tjong Kim Sang [2002] and originally proposed by Ramshaw and Marcus
[1995], where a tag shows that a word is at the beginning of a NE (B), inside a NE
(I) or outside a NE (O) and (ii) Named Entity

Classification [NEC] where the previously discovered named entities are then
classified into predefined class types such as person name, location name, and
organization name.

The novelty in our approach is that domain independence will be engineered
by not only utilizing local context of a word in a sentence and other occurrences
of the word in the same document, but also makes use of occurrences of each word
within other domain documents to extract features (domain independent features)
and the use of a multiobjective algorithm to choose out the most optimal domain
independent features.

Evaluation of the approach well be realized by comparing the classification
performance without using the domain independence techniques with that when
the domain independence techniques have been applied over the various domain
data sets. The improvement in performance using the latter demonstrates the
feasibility of the approach.

1.1. Organization

The organization of this paper is as follows: after this introduction, a brief of
related work is given in Section 2; The Domain Independent Named Entity
Recognition System (DINERS) which includes the Data, Algorithms and Features
used is illustrated in Section 3. In Section 4 the different experiments and results
obtained are examined and discussed. Finally we conclude in Section 5 with a
summary of the most important observations and an outlook on future work.

1.2. Related Work

The goal of the NER aims at automatically and robustly annotating named entities
in large volumes of text. NER systems are required to offer good performance by
being able to adapt to different domains and document genre’s without much
(or any) tuning. Many attempts have been made by existing NER researchers to
develop systems that can successfully be tuned to new domains and applications
using both hand-crafted and semi-automatic methods, however, there have been
few successes in developing systems that are robust enough to automatically adapt
across domains. The adaptability is mainly mired by lack of ontology and rule
bottlenecks [Bontcheva et al. 2002].

Our work builds on the state-of-the-art approaches by other researchers such as
Giouli et al. [2006], where in achieving domain independence their main focus was
on building a homogenous, reusable and adaptable linguistic resource to different
domains and languages.

On the other hand Jiang and Zhai[2006] present several strategies for exploiting
the domain structure in training data to learn a more robust named entity recognizer
that can perform well on a new domain. They improvise a way to automatically
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rank features based on their how generalizable they are across domains. They then
train a classifier with strong emphasis on the most generalizable features.

Nadeau et al. [2006] use an un-supervised strategy for domain independence by
creating a system that can recognize named-entities in a given document without
prior training by using automatically generated gazetteers and later resolving
ambiguity.

In their work, Bontcheva et al. [2002] presented an approach to domain
independent named entity recognition which is portable and was built to be
usable in many different applications, on many different kinds of text and for
many different purposes. They specifically showed how the system is applied for
annotating (semi)-automatically digital library content and also for indexing such
content by entities and events.

Most of the approaches explored employed the use of local content to design
features; our approach extended to exploit external content of words in different
domain text and used a strategy of MOGA that is used to empirically make a
choice of the most useful features.

In this work we have used some methods which are orthogonal to those used
in the related work, implying that combination of the methods is capable of
improving performance of domain independence in NER.

2. The Domain Independent Named Entity Recognition System (Diners)

The Domain Independent Named Entity Recognition System (DINERS),
an innovation by the authors, was developed with the capability of a machine
learning approach to named entity recognition to be ported from one domain
to another with very limited re-engineering. The steps followed to achieve the
domain independence functionality as shown in Figure 1 below and the following
detail.

1.1. The Data
In this work we use English texts from the following domains:-
2.0.1. CoNLL 2003

The English set of the CoNLL 2003 data was used for this work; the CoNLL
2003 data was originally taken from the Reuters Corpus. This corpus consists of
Reuters news stories. This data set represents the general domain of news stories.

The data used was already subjected to some linguistic preprocessing and files
were already formatted into four columns separated by a single space. Each word
has been put on a separate line and there is an empty line after each sentence. The
first item on each line is a word, the second a part-of-speech (POS) tag, the third a
syntactic chunk tag and the fourth the named entity tag. The chunk tags and the
named entity tags have the format I'TYPE which means that the word is inside a
phrase of type TYPE. Only if two phrases of the same type immediately follow
each other, the first word of the second phrase will have tag B-TYPE to show that
it starts a new phrase. A word with tag O is not part of a phrase. An illustration

follows in Table L.
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2.0.2. Courts of Judicature (Uganda)

This data was extracted from court case judgments from the Uganda Courts of
Judicature mainly divided into three categories; Supreme Court, Court of Appeal
and High Court. Two files of each type were used and divided into three zones,
namely the Title Line (TL), Litigant Line (LL), Presiding Judicial Officer(s) Line
(PJL) and Date Line (DL).

2.1. Data Processing

The different data sets were received in different formats; some were already tagged
for Part of Speech (PoS), chunk tags and named entity tags, and others were not,
those not tagged were manually tagged for all the three categories by annotators
from AfLaT [2008].

The different data sets were further prepared by extracting useful features from
which the actual learning by the machine learning algorithm is done; the final
training and testing files are built in the format shown in Table II.

2.2. Entity Types to recognize

The NE guidelines developed for the CoNLL 2003 shared task [Tjong Kim Sang and De
Meulder 2003] are used as the basis for the decision of the classes of NEs used in this work.

This work is however limited to Person Names, Organization Names and Location Names

Fig. 1: The Domain Independent Named Entity Recognition
System(DINERS) Flowchart
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Table II. Format of the final Testing and Training files

Name Classes along with the Features

Class | Featurel Feature2 | | Feature N
Classl | binaryValuell | binarvValue2l | .... | binaryValue2N
Classn | binaryValueln | binarvValue2n | .... | binaryValuenN

Table I. Format of the CoNLL 2003 Data Set

Words along with the corresponding tags
Word | PoS Tag | Chunk Tag | Feature N
U.N. NNP [-NP [-ORG
official NN -NFP O
Ekeus NNP -NP I-PER
heads VBZ -VP O
for IN -PP O
Baghdad | NNFP -NF [-LOC

O

2.3. Feature Derivation

Features are different types of knowledge sources which are used to make tagging
decisions; they are implemented a binary valued functions which query the history
information in the training files and the future in the testing files to determine
whether or not they fire.

2.3.1. Useful Lists

Useful lists will be generated some from without the training data while others will
be derived from the training data, the following lists are derived using automated
methods:-

Frequent Word (FW) - Words that appear in more than five documents
Rare Words (RW) - Words that appear less than five times in a document
Useful Unigrams for each name class [UNI] - For each of the Named

Entity classes (single words that come before a name); such as Honorable,
Mr., Justice etc.

Useful Bigrams for each name class [BIG] - For each of the Named Entity
classes (two words that come before a name); such as His Worship, His

Lordship
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e  Useful Name Class Suffixes (UNC) - For each of the Named Entity classes,
a list of tokens that terminate them are determined; e.g. for the ORG Class
we can have tokens such as Company, Limited, Inc, etc.
e  Function Words for each name class [FUN] - Lower case words that occur
in a name class; e.g. of the
e  Gazetteer List - an important reference for information about known
names
Amongst all the features some will be used for the detection stage while others will
be for the classification phase. The detailed list of features is shown in Table IIL

Table 1. Features for Named Entity Detection and classification
Named Entity Detection Features
Feature | Local | Giobal | Domain
| ‘ | Independent
Rare Words - Token word found in the list of Rare Words +
Frequent Words - Token word found in the list of Rare Words .
Contextual v
Anchor word +
([-1,....41]) Window +
Orthographic
InitCap of Anchor Word +
Capitalization of whole Anchor word BV,
InitCap of [-1,....41] Window +
Capitalization of [-1,....4+1] Window A/
Position of Anchor Word in Sentence v
Contains digits i
Contains Dollar Sign v
Hyphenated v
Proportion of capitalization of token word in the document + v
Proportion of capitalization of token word in another domain documents v
Proportion of InitCaps of token word in the document v
Proportion of InitCaps of token word in another domain document W
Part of Speech Features
PoS of token word v
PoS of token [-2,....4+2] Window Y,
Class Suffix
Suffix to Anchor word has UNC in the same document Vv
occurrence of the token word appears with the same UNC in the same document v
occurrence of the token word appears with the same UNC in another domain document v
Unigrams
Anchor Word has a unigram appearing in the UNI list Y,
aceurrence of the token word appears with the same UNI in the same document v
occurrence of the token word appears with the same UNI in another domain document v
Bigrams
Anchor Word has a bigram appearing in the BIG list v
occurrence of the token word appears with the same BIG in the same document v
oceurrence of the token word appears with the same BIG in another domain document v
Function Word - Anchor words have FUN in inside it A
Lexicon Features
Lexicon feature of Anchor Word vy
Lexicon feature of [-1,...4+1] Window Word +
Anchor word is in the Gazetteer List i
Anchor word is in the Trigger List Y,
Anchor word is in the Name List '

2.1. The Classification Algorithm

The algorithm used in this work is a Maximum Entropy (ME) model based on
the Kullback-Leibler divergence described by Le [2004]. The model uses the form
shown in Equation 1 below.
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n(y|z) =

er‘p ZAJ‘} T, Yy) (1)

i=1
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0, otherwise.

Where cp is the contestual predicate that maps a pair of outcomey and contextx to {true, false}.

A typical example is given in Equation 3 below.

Filzy) — { 1, it word(y) = Fred and y =1- PER (or B - PER) ()

0, otherwise.

word(x) = Fred is an example of a contertual predicate. Where I - PER means the text lies within a person

e e D DT S o — [
name orf B - PER meaning the text begins a person name.

The choice of the estimation and weighting method (Limited-Memory Variable Metric (L-BFGS))was made using
the backing of Malouf [2002], in which it was empirically discovered that the Limited-Memory Variable Metric (L-
BFGS) algorithm of Benson and More’ [2001] outperformed the generalized Iterative Scaling, improved Iterative
Scaling function optimization algorithms such as conjugate gradient and variable metric methods .

The maximum entropy classifier is used to classify each word as one of the following: the beginning of a NE (B
tag), a word inside a NE (I tag), and a word outside the tag (O tag).

During experiments, it is possible that the classifier produces a sequence of inadmissible classes (e.g., PER-B
followed by LOC-L). To eliminate such sequences, we adopt from Chieu and Ng [2003] the use of a transition
probability between word classes P(ci—cj) to be equal to 1 if the sequence is admissible, and 0 otherwise. The
probability of the classes ¢1,...., ¢, assigned to the words in a sequence s in a document I given other documents
OD);s is defined in Equation 4 that follows:-

pler, e, |8, D,0D;) H Ple ) # Plei]eioq) (4)

Where P(e;|s, D,OD;) is determined by the maximum entropy classifier. A Viterbi algorithm is then used to
select the sequence of word classes with the highest probability.

2.2. The Multiobjective Genetic Algorithm (MOGA)

The multiobjective algorithm will ideally be used to select out of a pool of all the
designed domain independent features an optimal set. In this work we adopted the
MOGA that was used in the work of Kitoogo and Barya [2007].

2.3. Named Entity Recognition

2.3.1. Named Entity Detection

This stage is for identifying a word or sequences of words that make up the names
of specific entities using the capitalization feature and a tagger to spot proper nouns.
Disambiguation will be performed to solve the problem of mistaken capitalized
words for named entities using the method applied in the work of Nadeau et al.
[2006]. The major disambiguation tasks at this stage will be; Entity - Noun and
Entity - Boundary.
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Table IV. Data Sets used in the Experiments

Data Sets along with the Instances

Data Set | Instances

TUganda Judiciary

High Court 1 5,006

High Court 2 5,457

Clourt of Appeal 1 3,070

Clourt of Appeal 2 4,451

Supreme Court 1 3,156

TOTAL 21,140

CoINLL 2003

English (Train Set) 51,577

English (Test Set A) 46 665

English {(Test Set B) 204,566

TOTAL 302,508
Table V. Gazetteers

MName lists along with the Instances

Data Set Instances

Magistrates 135

Registrars 17

Judges 42

2.3.2.  Named Entity Classification

At this stage, the already recognized entities are categorized into predefined classes
a maximum entropy classifier using the identified feature then thereafter perform
disambiguation (Entity - Entity) as in Nadeau et al. [2006].

3. Experiments

The experiments conducted in this work have been guided by the following
framework and are by no means fully exhaustive; they are ideally for exploring
the feasibility of the domain independence concept and DINERS specifically.

3.1. Implementation

3.1.1. Toolkit

As an implementation basis, we have used MaxEnt (Maximum Entropy Modeling
Toolkit for Python and C+ +) toolkit developed by Le [2004], a software toolkit
designed to ease the development of systems working on maximum entropy
modeling [Wang et al. 2006; Hendrickx and Bosch 2004; Hendrickx and Bosch
2005]. MaxEnt offers routines for conditional maximum entropy modeling,
parameter estimation and smoothing amongst others.

3.1.2. Data

We used five real-world data sets from the judgments from the Uganda Courts of
Judicature and three real world data sets from the CoNLL 2003 shared task [Tjong
Kim Sang and De Meulder 2003]. The two data groups (Judicial data sets and the
CoNLL data sets) were integrated to form two grand data sets which were used
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for both training and testing interchangeably. Details of the data sets are given in

Table IV.
3.1.3. Gazetteer

A list of Magistrates, Registrars and that of Judges (Justices) of the Uganda Courts
of Judicature were used as the gazetteers in these experiments. A summary of the
name lists is given in Table V.

Table VI. Baseline Results
Results - CoNLL 2003 used as the Training Data Set
NAMED ENTITY | PRECISION | RECALL | Fg—y

(%) (%) (%)

PERSON 91.35 91.87 91.61
LOCATION 90.23 90.05 90.14
ORGANIZATION 81.55 80.20 80.87
OVERALL 90.44 91.18 00.81

Results - Judicial Text used as the Training Data Set
NAMED ENTITY | PRECISION | RECALL | Fg—y

(%) (%) (%)

PERSON 70.12 71.30 70.71
LOCATION 63.93 68.21 68.57
ORGANIZATION G6.04 G5.584 65.94
OVERALL G69.55 G69.16 69.35

3.2. Experimental Methodology

The two domain data sets (CoNLL 2003 and Judicial Text) are each used as the
training set as well as the testing set interchangeably; i.e first the CoNNL 2003 is
used as the training set and the model is tested on the Judicial text then vice-versa.
The model is trained with 100 iterations of the L-BFGS method.

The first experiments do not have domain independent features employed,
while in the second experiments the domain independent features have been used
together with a MOGA to test for performance improvement. The experiments are
further run to test the effect of the usage of gazetteers for the PERSON entity.

The performance of the DINERS is evaluated using standard precision (P),
recall (R), and F-score, where F-score is defined as 2PR/(P + R).

For comparison of performance between the use of the different feature options
(p < 0.01), we employed the McNemar’s significance tests [Dietterich 1998].

3.3. Results

The baseline results without domain independent features are shown in Table V1.
Table VII in turn shows the results when domain independent features have been
used. Clearly the use of domain independent features has a positive significant
impact on both precision and recall rates across all the entities in both cases, i.e.
even if the training and test sets are interchanged.

The experiments reveal that there is a drop in the overall f-score performance
for 90.81% to 69.35% and 92.04% to 70.27% respectively for both the baseline



Towards Domain Independent Named Entity 47

results and domain independent features case when the data sets are swapped for
training and testing. Another clear finding is that the CoNLL 2003 data set yields
significantly better results when used as a training set.

As shown in Table VIII, the use of gazetteers indicates an improvement from
94.15% to 94.90% and 76.31 to 77.03 respectively, the difference in both cases is
not statistically significant.

Table VII.

Results - Application of Domain Independent Features

Results - CoNLL 2003 used as the Training Data Set
NAMED ENTITY | PRECISION | RECALL | Fa=1
(%) (%) (%)
PERSON 94.08 94.22 94.15
LOCATION 91.69 91.06 91.37
ORGANIZATION B23.78 34.05 53.91
OVERALL 91.90 092.19 92.04
Results - Judicial Text used as the Training Data Set
NAMED ENTITY | PRECISION | RECALL | Fag_,
(%) (%) (%)
PERSON T5.89 76.74 T6.31
LOCATION G9.65 69.33 69.49
ORGANIZATION G7.25 66.43 66.84
OVERALL 70.26 70.28 70.27
Table VIII. Results - Gazetteers used with Domain Independent Features

Results - CoNLL 2003 used as the Training Data Set

NAMED ENTITY | PRECISION | RECALL | Fg—y
(%) (%) (%)
PERSON 95.03 94.78 94.90
Results - Judicial Text used as the Training Data Set
NAMED ENTITY | PRECISION | RECALL | Fg=1
(%) (%) (%)
PERSON T6.07 78.01 77.03

4. Conclusions

This work began with the identification of the different corpora, from which
named entities were to be recognized, it was discovered that technical domains
already annotated with named entities such as person name, location name, and
organization name are not available and this necessitated manual annotation of
some of the data used for evaluation.
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In this work one of the initial steps of the identifying, manual annotation,
and processing of judicial text was a leap towards an attempt to building a
Judicial Corpora for named entity recognition. The judicial data set together
with the CoNLL 2003 data set were used for evaluating the Domain Independent
Recognition System (DINERS) developed in this research.

Our DINERS demonstrates that the use and empirically crafted combination
of domain independent feature sets using optimization techniques such as MOGA
yields improved performance. It can further be concluded from this work that non-
technical data offers better training than technical data sets. The use of gazetteers
for domain independence does not significantly improve performance.

Although the results reported in this work are affirmative, many research
directions in this arena are yet to be explored. For future work, the system may be
experimented for portability with other technical domains; the range of the domain
independent features could also be widened. The use document sectioning (Title,
Date, Body, etc.) will also be explored for possible performance improvement.

This work targeted generic named entities of Person, Location and Organization
because it was difficult to identify technical entities that are shared between
different technical domains, however for future work the work will be extended
to a wider spectrum of technical domains to identify and work towards shared
technical entities.
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Towards Full Comprehension of
Swahili Natural Language Statements
for Database Querying

Lawrence Muchemi

Natural language access to databases is a research area shrouded by many unresolved
issues. This paper presents a methodology of comprebending Swahili NL statements
with an aim of forming corresponding SQL statements. It presents a Swahili
grammar based information extraction approach which is thought of being generic
enough to cover many Bantu languages. The proposed methodology uses overlapping
layers which integrate lexical semantics and syntactic knowledge. The framework
under which the proposed model works is also presented. Evaluation was done
through simulation using field data on corresponding flowcharts. The results show a
methodology that is promising.

1. Introduction

The quest for accessing information from databases using natural language has
attracted researchers in natural language processing for many years. Among many
reasonsfor the unsuccessful wide scale usage is erroneous choice of approaches where
researchers concentrated mainly on traditional syntactic and semantic techniques
[Muchemi and Narin’yan 2007]. Efforts have now shifted to interlingua approach
[Luckhardt 1987 and Androutsopoulos 1995]. The problem requires syntactic and
semantic knowledge contained in a natural language statement to be intelligently
combined with database schema knowledge. For resource scarce languages the
problem is acute because of the need to perform syntactic and semantic parsing
before conversion algorithms are applied. In general database access problems
should have a deeper understanding of meaning of terms within a sentence as
opposed to deeper syntactic understanding. The successful solution to this
problem will help in accessing huge data repositories within many organizations’
and governments’ databases by users who prefer use of natural language.

In this paper a methodology for comprehending Swahili queries is presented.
The wider frame work for achieving the conversion to structured query language
(SQL) is also explained. The scope for natural language (NL) comprehension
reported in this paper is limited to the ‘select’ type of SQL statements without
involving table joins. The approach used in this work borrows concepts from
information extraction techniques as reported in Jurafsky and Martin [2003] and
Kitani et al [1994] and transfer approach reported in Luckhardt [1984]. Like in
information extraction, pattern search identifies terms and maps them to noun

50
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entities. A term is a word form used in communicative setting to represent
a concept in a domain and may consist of one or more words [Sewangi 2001].
Templates are then used to map extracted pieces of information to structured
semi-processed statements which are eventually converted to SQL code. Arrays or
frames may be used to hold the entities and their meanings.

The rest of the paper first gives a synopsis of the general frameworks used for
database access in natural language and shows criteria for the selection of approach.
This is followed by an outline of a survey that investigates into Swahili natural
language inputs. The conclusions are incorporated in the model presented.

2. General Frameworks for Data Base Access in Natural Language(NI)

NL processing for generation of SQL statements has evolved from pattern matching
systems to semantic systems and to a combination of semantics and syntactic
processing [Androutsopoulos, 1996]. Perhaps what is attracting researchers to
a great extent today is intermediate representation language, also referred to as
interlingua systems [Jung and Lee 2002]. The two dominant approaches are direct
interlingua approach and transfer models. The direct interlingua which may be
roughly modeled as illustrated in figure 2.1 is attractive due to its simplicity. The
assumption made in this approach is that natural language may be modeled into
an interlingua. An SQL code generator would then be applied to produce the

expected SQL codes.

Fig. 2.1. Direct Interlingua Approach
NL Text (Source Code) SQL (Target code)

.

Interlingua Code (Language/ SQL grammar independent)

This model has never been achieved in its pure form [Luckhardt, 1987]. Many
systems use the transfer model. The transfer model, illustrated in figure 2.2
below uses two different types of intermediate code one closely resembling the
source language while the other resembles the target language. This approach has
experienced better success and has been used in several systems such as SUSY
[Luckhardt, 1984] among others.

Fig. 2.2. Transfer Approach

NL Text (Source Code) SQL (Target code)
Parser Generator T
Source language Target Language

representation TRANSFER Representation
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Recent works in machine translation especially grammatical frameworks [Ranta
2004] have brought forth ways that inspire looking at the problem as a translation
problem. However it remains to be established whether the heavy reliance on
grammar formalism has a negative impact on the prospects of this approach.
Rule-based machine translation relies heavily on grammar rules which are a
great disadvantage when parsing languages where speakers put more emphasis on
semantics as opposed to rules of grammar. This is supported by the fact that human
communications and understanding is semantic driven as opposed to syntactic
[Muchemi and Getao 2007].

This paper has adopted the transfer approach because of past experiences
cited above. To understand pertinent issues for Swahili inputs, that any NL-SQL
mapping system would have to address, a study was conducted and the results and
analysis of collected data is contained in the sections here below.

3. Methodology

Swabhili language is spoken by inhabitants of Eastern and central Africa and has over
100 million speakers. Only limited research work in computational linguistics has
been done for Swahili and this brings about a challenge in availability of resources
and relevant Swahili computational linguistics documentation. The methodology
therefore involved collecting data from the field and analyzing it. The purpose was
to identify patterns and other useful information that may be used in developing
NL-SQL conversion algorithms. The survey methods, results and analysis are
briefly presented in subsequent sections. The conclusions drawn from the initial
review together with other reviewed techniques were used in developing the model
presented in later sections of this paper.

A. Investigating Swahili NL inputs

Purposive sampling method as described in Mugenda and Mugenda [2003] was used
in selecting the domain and respondents. Poultry farmers are likely beneficiaries
of products modeled on findings of this research and were therefore selected.
Fifty farmers in a selected district were given questionnaires. Each questionnaire
had twenty five information request areas which required the respondent to pose
questions to a system acting as a veterinary doctor. Approximately one thousand
statements were studied and the following challenges and possible solutions were
identified:

a) There is a challenge in distinguishing bona fide questions and mere
statements of facts. Human beings can decipher meanings from intonations
or by guessing. A system will however need a mechanism for determining
whether an input is a question or a mere statement before proceeding.

For example: Na weza kuzuia kuhara? {Can stop diarrhea?}
From the analysis it was found that questions containing the following word
categories would qualify as resolvable queries:
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e  Viwakilishi viulizi {special pronouns}such as yupi, upi, lipi, ipi,,/ kipi
/kupi, wapi, {which/what/where} and their plurals.

e  Vivumishiviulizi{ special adjectives} such as gani {which}, -pi, - ngapi{How
many}

®  Vielezi viulizi {special adverbs}such as lini {when}

e In addition when certain key verbs begin a statement, the solution is
possible. For example Nipe{Give}, Orodhesha{list}, Futa{delete},
Ondoa{remove} etc

Hence in the preprocessing stage we would require presence of words in these

categories to filter out genuine queries. In addition discourse processing would be
necessary for integrating pieces of information. This can be done using existing
models such as that described in Kitani et al [1994] among others.

b) Swahili speakers are geographically widely dispersed with varying first
languages. This results in many local dialects affecting how Swahili speakers
write Swahili text.

Examples of Swahili statements for the sentence “Give me that book”

1. Nipe kitabu hicho ........ . Standard Swahili (Kiugunja) dialect

2. Nifee gitafu hisho ......... Swabhili text affected by Kikuyu dialect
3. Nipeako kitabu hicho ... Swabhili text affected by Luhya dialect
4. Pea mimi gitavu hicho..... Swabhili text affected by Kalenjin dialect

The study revealed that term structures in statements used by speakers from
different language backgrounds remain constant with variations mainly in lexicon.
The term structures are similar to those used in standard Swahili. This research
therefore adopted the use of these standard structures. The patterns of standard
Swahili terms are discussed fully in Wamitila [2006] and Kamusi-TUKI [2004].
A methodology for computationally identifying terms in a corpus or a given set
of words is a challenge addressed in Sewangi, [2001]. This research adopts the
methodology as presented but in addition proposes a pre-processing stage for
handling lexical errors.
¢) An observation from the survey shows that all attempts to access an
information source are predominantly anchored on a key verb within the
sentence. This verb carries the very essence of seeking interaction with the
database. It is then paramount for any successful information extraction
model for database to possess the ability to identify this verb.

d)  During the analysis it was observed that it is possible to restrict most
questions to six possible templates. This assists the system to easily identify
key structural items for subsequent processing to SQL pseudo code. The
identified templates have a relationship with SQL statements structures
and are given below:

e Key verb + one Projection

e Key Verb + one Projection + one Condition
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e Key Verb + one Projection + many Conditions

e Key Verb + many Projections

e Key Verb + many Projections + one Condition

e Key Verb + many Projections + many Conditions
The terms ‘key verb’ in the above structures refer to the main verb which forms
the essence of the user seeking an interaction with the system. Usually this verb is
a request e.g. Give, List etc. It is necessary to have a statement begin with this key
verb so that we can easily pick out projections and conditions. In situations where
the key verb is not explicitly stated or appears at the middle of a sentence, the
model should assign an appropriate verb or rephrase the statement appropriately.
An assumption here is that most statements can be rephrased and the original
semantics maintained. The term ‘projection’ used in the templates above, imply
nouns which can be mapped onto field names within a selected domain and
database schema. ‘Conditions’ refer to restrictions on the output if desired.

e) Challenge in the use of unrestrained NL text as input

One major challenge with unrestrained text is that questions can be paraphrased
in many different ways. In the example given above the same question could be
reworded in many other ways not necessarily starting with the key verb ‘give’.
For example,

“Mwanafunzi mwenye alama ya juu zaidi ni nani?”...”The
student having the highest grade is called whos”

In such situations it is necessary to have a procedure for identifying the essence
of interaction. Information contained within a sentence can be used to assign
appropriate key verbs. For example ‘ni nani’ (who) in the above example indicates
that a name is being sought, hence we assign a key verb and noun; Give Name.

Nouns that would form the projection (Table name and column name) part of
an SQL statement are then identified. This is followed by those that would form
the condition part of the statement if present. Presence of some word categories
signify that a condition is being spelt out. For example adjectives such as ‘Mwenye,
kwenye/penye, ambapo (whom, where, given)’ signify a condition. Nouns coming
after this adjective, form part of the condition. This procedure of reorganizing
a statement so that it corresponds to one of the six identified templates would
guarantee a solution. An algorithm for paraphrasing based on the above steps has
so far been developed.

Model Architecture

The following is a brief description of the step by step processing proposed in the
model. The input is unrestricted Swahili statement which undergoes pre-processing
stage that verifies that the input is a genuine query, the lexicon is recognizable and
there is no need for discourse processing. Terms are then generated and assembled
into a suitable intermediate code. Generating intermediate code requires the use of
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domain specific knowledge, such as semantics and templates proposed in section
3.1 above. The process proceeds by integrating this intermediate code with the
specified database schema knowledge through mapping process and generates the
SQL code. The process is illustrated in figure 3.1 here below.

Figure 3.1. The Transfer Approach Frame Work for Swahili

Pre-processes

. Automatic term o Intermediate
* Le)gfcon Identification code generator
verifier

e : M

Swahili NL * D]SCOUI‘-Se Semantic A
processing Tagging P S QL
P code

SQL templates !
DB knowledge g

Steps in the generation of SQL scripts
Preprocessing

To illustrate the processes of each stage of the above model, we consider a sample

statement:
“Nipe jina la mwanafunzi mwenye gredi ya jun zaidi? “......“Give me the name of the
student with the highest grade?”

The model accepts the input as a string delivered from an interface and ensures
that key words are recognizable. If not recognizable, the user is prompted to
clarify. Preprocessing also involves verifying whether a statement is a resolvable
query. The above statement begins with the word ‘give’, hence the statement is a
resolvable query using the criteria described in section 3.1. If the statement contains
pronouns and co-referential words, these are resolved at this stage. The output of
this stage is a stream of verified words. The words are labeled to indicate relative
position within the sentence. This forms the input of the term identification
stage.

Automatic Term Identification

Term identification is the process of locating possible term candidates in a
domain specific text. This can be done manually or automatically with the help
of a computer. Automatic implementation involves term-patterns matching with
words in the corpus or text. The model described here proposes application of
automatic term identification algorithms such as those proposed in Sewangi [2001]
at this stage. A tool such as the Swahili shallow syntactic parser described in Arvi
[1999] may applied in identifying word categories.
Examples of term-patterns obtained through such algorithms would be:

N(noun) Example ............. Jina
V(Verb) Example ............. Nipe
V+N Example ............. Nipe jina

N +gen connective+N Example ............. Gredi ya juu
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There are over 88 possible term patterns identified in Sewangi [2001] and
therefore this large number of patterns would be difficult to fully present in this
paper. However these patterns are used in identifying domain terms within the
model.

Semantic Tagging

The terms identified in the preceding stages are tagged with relevant semantic
tags. These include terms referring to table names, column names, conditions etc.
Information from the database schema and the specific domain is used at this stage
for providing the meanings. For example, ‘jina la mwanafunzi’ (name of student)
gives an indication that column name is ‘name’, while table name is ‘student’.
Knowledge representation can be achieved through the use of frames or arrays.

Intermediate Code Generation and SQL Mapping

In the generation of intermediate code, we store the identified and semantically
tagged terms in the slots of a frame-based structure shown in fig 3.2 (A) below. This
can be viewed as an implementation of expectation driven processing procedure
discussed in Turban et al. [2006]. Semantic tagging assists in the placement of terms
to their most likely positions within the frame. It is important that all words in
the original statement are used in the frame. The frame appears as shown here
below:

Fig 3.2 Mapping Process

FROECTION | ‘SELECT
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ACTION Iape (pive s COMEITION | arads: Bl
WHAT" Jifaa Lafnases &
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(i | (with) {highel _,l'I
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The semantically tagged terms are initially fit into a frame which represents source
language representation. From a selection of SQL templates, the model selects the
most appropriate template and maps the given information as shown in fig 3.2 (B)
above. The generated table has a structure closer to SQL form and hence it can be
viewed as a representation of the target language. This is followed by generation
of the appropriate SQL code.

4. Discussions

Asdescribed, the methodology proposed here isan integration of many independent
researches such as discourse processing found in Kitani [1994], automatic term
identification found in Sewangi [2001], expectation-driven reasoning in frame-



Towards Full Comprebension of Swabili 57

structures [Turban et al. 2006Jamong others. The methodology also proposes new
approaches in query verification as well as paraphrasing algorithm.

Research for thiswork is on-going. The algorithms for paraphrasing and mapping
are complete and were initially tested. Randomly selected sample of 50 questions
was used to give an indication of level of success. The statements were applied to
flow charts based on the algorithms and the initial results show that up to 60%
of these questions yielded the expected SQL queries. Long statements cannot be
effectively handled by the proposed algorithm and this is still a challenge. Due to
the heavy reliance on automatic term generation which relies on up to 88 patterns,
there is over generation of terms leading to inefficiencies. Machine learning may
improve the efficiency of the model by for instance storing successful cases and
some research in this direction will be undertaken. Though not entirely successful,
the initial results serve as a good motivation for further research.

5. Conclusions

This paper has demonstrated a methodology of converting Swahili NL statements
to SQL code. It has illustrated the conceptual framework and detailed steps of how
this can be achieved. The method is envisaged to be robust enough to handle varied
usage and dialects among Swahili speakers. This has been a concept demonstration
and practical evaluations would be required. However, test runs on flow charts
yield high levels of successful conversion rates of up to 60%. Further work is
required to refine the algorithms for better success rates.
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Generalized Association Rule Mining
Using Genetic Algorithms

Peter P. Wakabi-Waiswa, Venansius Baryamureeba and K. Sarukesi

We formulate a general Association rule mining model for extracting wuseful
information from wvery large databases. An interactive Association rule mining
system is designed using a combination of genetic algorithms and a modified a-priori
based algorithm. The association rule mining problem is modeled as a multi-objective
combinatorial problem which is solved using genetic algorithms. The combination
of genetic algorithms with a-priori query optimization make association rule mining
yield fast results. In this paper we use the same combination o extend it to a much
more general context allowing efficient mining of very large databases for many
different kinds of patterns. Given a large database of transactions, where each
transaction consists of a set of items, and a taxonomy (is-a bierarchy) on the items,
we find associations between items at any level of the taxonomy. We show how the
idea can be used either in a general purpose mining system or in a next generation of
conventional query optimizers.

1. Introduction

Association rule mining (ARM) is one of the core data mining techniques. The
major aim of ARM is to find the set of all subsets of items or attributes that
frequently occur in many database records or transactions, and additionally, to
extract rules on how a subset of items influences the presence of another subset.
The ARM problem was introduced in 1993 by Agrawal et al.[1993] who developed
the Apriori algorithm for solving the ARM problem. Most of the existing
algorithms are improvements to Apriori algorithm [Ghosh and Nath, 2004; Zhao
and Bhowmick, 2003].

Given a set of transactions, where each transaction is a set of items, an association

rule is an expression of the form X =Y where X and Y are sets of items. This
rule translates to stating that transactions in the database which contain the items
in X tend to contain the items in Y. An example of such a rule might be that
20% of transactions that contain beer also contain diapers; 3% of all transactions
contain both these items”. Here 20% is called the confidence of the rule, and
3% the support of the rule. The support of the rule X =Y is the percentage of
transactions that contain both X and Y. The problem of mining association rules
is to find all rules that satisfy a user-specified minimum support and minimum
confidence.

59
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In ARM, frequent pattern mining (FPM) is the most time-consuming part. The
traditional association rule mining algorithms that extract all frequent generalized
patterns are not very efficient due to the fact that a large portion of the frequent
patterns are redundant. This subjects users to a drawback in that when faced with
real problems they tend to get a lot of uninteresting or redundant rules along
with the interesting rules. During the mining task, in most cases, taxonomies (is-a
hierarchies) do exist over the items being mined.

Therefore association rules can be extracted in a generalized form conveying
knowledge in a compact manner with the use of taxonomies. According to
Srikant and Agrawal (1995) [10], given a large database of transactions, where
each transaction consists of a set of items, and a taxonomy (is-a hierarchy) on the
items, generalized association mining involves finding associations between items
at any level of the taxonomy. Figure 1 shows an example of a taxonomy. The
taxonomy says that trousers is-a bottom wear, shorts is-a bottom wear, bottom
wear is-a Apparel. The motivation for generalized association mining is that
users are interested in generating rules that span different levels of the taxonomy.
In generalised association rules, application specific knowledge in the form of
taxonomies over items are used to discover more interesting rules.

In this paper, we formulate a mechanism for finding for generalized association
rules. This is achieved as a combination of an a—priori based algorithm for finding
frequent itemsets with multi-objective evolutionary algorithms (MOEA) with
emphasis on genetic algorithms (GA). The main motivation for using GAs is that
they perform a global search and cope better with attribute interaction than the
greedy rule induction algorithms often used in data mining tasks. We emphasize
generalized association rule mining because users may be interested in generating
rules that span different levels of the taxonomy. Multi-objective optimisation with
evolutionary algorithms is well discussed by (Fonseca and Fleming, 1998) [4],
(Khabzaoui et al. 2005) [8] and (Freitas, 2003 [5]).

Fig.1: Example of is a Taxonomy

Appare| Footwear
-

Bottom- . :
‘IIHHI" ‘lEHIEI’ ‘EIHHHa'

L = {i,....i, } denotes a set of literals, also referred to as itemsets. T denotes

Hunting
Boots
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a directed acyclic graph (DAG) on L and it is a set of taxonomies. An edge in

T represents an “is-a” relationship, and T represents a set of taxonomies. The
taxonomy is modelled as a DAG rather than a forest to allow for multiple
taxonomies. Lower case letters denote items and upper case letters denote itemsets.
x" denotes an ancestor of x (and x a descendant of x" ) if there is an edge from x" to
x in the transitive-closure of T> Note that a node is not an ancestor of itself, since

the graph is acyclic. D denotes a set of transactions, where each transaction T is a

set of items such thatT < L. A transaction T is said to support an item x € L if x
isin 7 or x is an ancestor of some item in 7. We say that a transaction 7 supports

X e L if T'supports every item in X.

A generalized association rule is an implication of the form X =Y, where
XclL,YclL, XNY =9, and no item in Y is an ancestor of any item in
X. The rule X =Y, holds in the transaction set D with confidence ¢ if ¢% of
transactions in D that support X also support Y. The rule X =Y, has support s

in the transaction set D if s% of transactions in D support X UY.The reason for
the condition that no item in ¥ 'should be an ancestor of any item in X is that a rule

of the form X = ancestor(x) is trivially true with 100% confidence, and hence
redundant Agrawal (1995) [10]. We call these rules generalized association rules
because both X and Y can contain items from any level of taxonomy T

The rest of this paper is organised as follows. In Section 2 we provide an
overview of work related to mining generalised association rules. In Section 3 we
discuss the proposed algorithm. In Section 4, we present an overview of multi-
objective optimisation and rule mining problems . In Section 5 the analysis of the
results are presented. Section 6 is the conclusion.

2. Related Literature

According to Srikant and Agrawal (1995) [10], the traditional ARM approach does
not consider the presence of taxonomies and it restricts the items in association
rules to the leaf-level items in the taxonomy [Ghosh and Nath, 2004; Zaki, 2001].
It is valuable, however, to find rules across different levels of the taxonomy due to
the following reasons:
1. Rulesatlowerlevels may not have minimum support; thus many significant
associations may not be discovered if we restrict rules to items at the leaves
of the taxonomy

2. Taxonomies can be used to prune uninteresting or redundant rules.

Tsur et al. [1997] formulated Query Flocks, an algorithm for generalising the
market-basket problem. They achieved this by parameterizing the query with a
filter condition to eliminate values of the parameters that are uninteresting. The
query flocks algorithm is a generalisation of the A-Priori technique.
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Dehuri and Mall [2006] developed the multi-objective evolutionary algorithm
called improved niched Pareto genetic algorithm (INPGA). It is an algorithm
for mining highly predictive and comprehensible classification rules from large
databases. INPGA strongly emphasizes predictive accuracy and comprehensibility
of the rules.

In ARM, frequent pattern mining (FPM) is the most time-consuming part.
The traditional ARM algorithms that extract all frequent patterns are not very
efficient due to the fact that a large portion of the frequent patterns are redundant.
This presents users with a lot of uninteresting or redundant rules. Association
rules, however, can be extracted in a generalized form conveying knowledge in a
compact manner with the use of taxonomies.

3. The Generalization of Association Rule Mining Algorithm (GARM)

The problem of discovering generalised association rules is handled in three
steps:
1. Find all itemsets whose support is greater than the user-specified minimum
support as proposed by Hipp et al. [1998].

Extract the rules from frequent itemsets

3. Find the generalized association rules by pruning the taxonomy using
genetic algorithms. We apply comprehensibility, surprise, interestingness
and confidence measures to form a coherent set of four complementary
measures to extract interesting rules.

3.1. Frequent Itemset Generation

. . . . L
To generate the frequent itemset (FI), a lattice is formed that contains all the ot

subsets of the itemsetL. The FI’s are generated by traversing the lattice in such a
way that all frequent itemsets are found but as few infrequent ones as possible are
visited. This is achieved by algorithms that use the downward closure property.
The downward closure property states that: All subsets of frequent itemsets must
also be frequent.

Using the support of a candidate itemset, a candidate may be pruned or added to
the frequent itemsets. The strategy of the algorithm is to join every two frequent

(k —1)—itemsets which have a (k —2)—prefix in common. Such a join results in a

candidate k —itemset. After the support of a candidate is counted, it is pruned or
added to the set of frequent itemsets depending on its value. This approach starts
with the l-itemsets as the set of candidate 1-itemsets. All frequent candidates are
added for further candidate generation. This ensures that all frequent itemsets are
visited and reduces the number of the visited infrequent itemsets.
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3.2. Lattice Traversal

There are several mechanisms for traversing the tree (lattice traversal) including
breadth first search (BFS) as used in Apriori based algorithms Agrawal [1993].
In BFS the frequent (k-1) itemsets are discovered when generating the candidate
k-itemsets. These algorithms exhibit good performance because they prune the
candidates that have infrequent subset before counting their supports. The depth-
first search (DFS) lattice traversal based algorithms on the other hand are restricted
to mine only frequent k—itemsets with k > 3. They also do not guarantee that
the infrequent subsets of a candidate C are predetermined at the time the support
of C has to be determined. This limits them in that candidates having infrequent
subsets cannot be pruned hence causing operating overheads. Especially when
mining generalized rules this problem becomes impeding because the pruning is
required for optimization purposes.

3.3. Support Counting

Counting actual occurrences of candidates as done by Apriori relies on a hash
tree structure Agrawal [1993]. Counting candidates that occur infrequently is
not computationally demanding. But with growing candidate sizes, this approach
causes performance degradation because the number of levels of the hash tree
increases. In this work, support is counted by intersecting transaction identifiers
is done in Partition and Eclat, Hipp ez. al.[1998].

3.4. Prune the Taxonomy Using Genetic Algorithms

We use a genetic algorithm to prune the taxonomy of the generated frequent
itemsets (FI). A set of three complementary metrics (confidence, comprehensibility
and

J-Measure) is used as criteria for pruning the FIs.

4. Design of the Genetic Algorithm

In this section the design of the genetic algorithm for generalised rule induction is
presented.

4.1. Knowledge Representation

A crucial issue in the design of an individual representation is to decide whether
the candidate solution represented by an individual will be a rule set or just a single
rule Freitas [2003]. Genetic algorithms (GAs) for rule discovery can be divided
into two broad approaches, the Michigan approach and the Pittsburgh approach
[Dehuri er al. 2006]. The biggest distinguishing feature between the two is that in the
Michigan approach (also referred to as Learning Classifier Systems) an individual is a single
rule, whereas in the Pittsburgh approach each individual represents an entire set of rules.
In the context of this research the use of the term Michigan approach will
denote any approach where each GA individual encodes a single prediction
rule. The choice between these two approaches strongly depends on which
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kind of rule is to be discovered. This is related to which kind of data mining
task being addressed. Suppose the task is classification. Then evaluate the
quality of the rule set as a whole, rather than the quality of a single rule. In
other words, the interaction among the rules is important. In this case, the
Pittsburgh approach seems more natural [Frietas 2002].

On the other hand, the Michigan approach might be more natural
in other kinds of data mining tasks. An example is a task where the
goal is to find a small set of high-quality prediction rules, and each rule
is often evaluated independently of other rules. The Pittsburgh approach
directly takes into account rule interaction when computing the fitness
function of an individual. However, this approach leads to syntactically-
longer individuals, which tends to make fitness computation more
computationally expensive. In addition, it may require some modifications to
standard genetic operators to cope with relatively complex individuals.

By contrast, in the Michigan approach the individuals are simpler and
syntactically shorter. This tends to reduce the time taken to compute the
fitness function and to simplify the design of genetic operators. However, this
advantage comes with a cost. First of all, since the fitness function evaluates
the quality of each rule separately, now it is not easy to compute the
quality of the rule set as a whole - i.e. taking rule interactions into account.
Another problem is that, since we want to discover a set of rules, rather
than a single rule, we cannot allow the GA population to converge to a
single individual which is what usually happens in standard GAs. This
introduces the need for some kind of niching method. The need for niching
in the Michigan approach may be avoided by running the GA several times,
each time discovering a different rule. The drawback of this approach is that
it tends to be computationally expensive.

We have, therefore, used a modified Michigan encoding/decoding scheme
which associates two bits to each attribute. If these two bits are 00 then
the attribute next to these two bits appears in the antecedent part and if
it is 11 then the attribute appears in the consequent part. And the other
two combinations, 01 and 10 will indicate the absence of the attribute in
either of these parts. So the rule ACF 0 BE will look like 00A 11B 00C
01D 11E OOF. In this way we can handle variable length rules with more
storage efficiency, adding only an overhead of 2% bits, where £ is the number
of attributes in the database. The decoding is performed as follows:

DV = mnv + (mxv —mnv)* (2(2“1 *i"bitvalue) / (2” —1)) (1.1)

where DV is the decoded value; 1 < 1 < n and n is the number of
bits used for encoding; mnv and mxv are minimum and maximum values of
the attribute; and bitvalue is the value of the bit in position i. For brevity, this
encoding scheme will not deal with relational operators and as such the rules
generated from this formula will not include relational operators.
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Due to the fact that there may be a large number of attributes in the
database, we propose to use multi-point crossover operator. There are
some difficulties to use the standard multi-objective GAs for association
rule mining problems. In case of rule mining problems, we need to store a
set of better rules found from the database. Applying the standard genetic
operations only, the final population may not contain some rules that are
better and were generated at some intermediate generations. The better rules
generated at intermediate stages should be kept. For this task, an external
population is used. In this population no genetic operation is performed. It
will simply contain only the non-dominated chromosomes of the previous
generation. At the end of first generation, it will contain the non-dominated
chromosomes of the first generation. After the next generation, it will
contain those chromosomes, which are non-dominated among the current
population as well as among the non-dominated solutions till the previous
generation.

The scheme applied here for encoding/decoding the rules to/from binary
chromosomes is that the different values of the attributes are encoded and
the attribute names are not. For encoding a categorical valued attribute,
the market basket encoding scheme is used. For a real valued attribute their
binary representation can be used as the encoded value. The range of values
of that attribute will control the number of bits used for it.

The archive size is fixed, i.e., whenever the number of non-dominated
individuals is less than the predefined archive size, the archive is filled up by
dominated individuals. Additionally, the clustering technique used does not
loose boundary points.

4.2. Individual encoding

In this paper an individual corresponds to a single association rule of the form
where is the rule antecedent, consisting of a conjunction of conditions on the
values of the predicting attributes, and is the rule consequent, which is constituted
by a conjunction of conditions of the values of the predicted attributes. We encode
the rule antecedent and the rule consequent separately. Both the antecedent and
the consequent are separately encoded as a variable-length list of rule conditions.
The rule’s conditions can contain both propositional logic and first-order logic, in
which the pair of operands is compatible, as defined in the Attribute-Compatibility
Table (ACT) for the data being mined [Freitas 2003].

The genetic material of an individual’s rule antecedent is randomly generated
when the initial population is created and is thereafter subject to the action of
crossover and mutation. In contrast, the production of the genetic material
of an individual’s rule consequent is treated in a special way, due to its
strategic importance in determining the quality of the rule represented by the
individual. The basic idea is to delay the generation of the rule consequent until
fitness-computation time, when the rule consequent is generated in such a way
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that the rule’s predictive accuracy is maximized. A more elaborated description of
this idea is as follows.

First of all, crossover and mutation operators are applied only to an individual’s
rule antecedent. Once these genetic operators have been applied, the just-
produced rule antecedent of an offspring individual is matched against all the
tuples of the database, to compute statistics to be used for calculating the
individual’s fitness. These statistics contain the frequency of tuples satisfying the
rule antecedent, distributed per goal attribute and per goal attribute value.

After computing the statistics to determine the rule’s fitness, the rule’s
consequent part is generated by selecting the frequency that maximizes the
predictive accuracy of the rule. The main reason for determining the consequent
part after the antecedent part is that it maximizes the individual’s predictive
accuracy for a given rule antecedent; and it leads to a gain in computational
efficiency, since by matching a single rule antecedent against the database just once
we are computing, in a single database pass, the predictive accuracy associated with
several possible rules. This is significantly more efficient than matching the entire
rule (antecedent and consequent) against the database for each possible rule. Note
also that this is important because predictive accuracy computation usually
by far dominates the processing time of a GA mining a large database.

4.3. Fitness Assignment

The fitness function used in this paper consists of three metrics including. We
combine these metrics into an objective fitness function. The complementary set
of measures include confidence defined in equation (1), comprehensibility defined
in equation (2) and J-Measure defined in equation (4).

The following expression is used to quantify the comprehensibility of an
association rule

Comprehensiblity = log(1+|Y |) +log(1+|X UY|) (1.2)
where, |Y| and |XUY]| are the number of attributes involved in the
consequent part and the total rule, respectively.
The confidence factor or predictive accuracy of the rule is given in the following
equation

Confidence =0 (X UY )/0(X) (1.3)

The J-Measure is a good indicator of the information content of the generated rules.
In rule inference we are interested in the distribution of the rule “implication”
variable Y, and especially its two events y and complement. The purpose is to
measure the difference between the priori distribution {(y), i.e. {(Y = y) and {(Y
# y), and the posteriori distribution f(Y | X). The J-Measure gives the average
mutual information between the events y and {(Y = y). The J-Measure shows how
dissimilar our a priori and posteriori beliefs are about Y meaning that useful rules
imply a high degree of dissimilarity. The J-Measure is calculated as:
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f(y[0

X) log 2{
(14 |1V

where JM is the J-Measure.
The fitness function is calculated as the arithmetic weighted average confidence,
comprehensibility and J-Measure. The fitness function (f{x)) is given by:

JM = f(y

1-f(y)

J+ (1= f(y[x) log Z[WJ

Wl *Comprehensibility + W2 *(J — Measure )+ W3 *Confidence

(1.5) Wi W, * W,

f(x)=

where W, W, W, are user-defined weights.
4.4. Environmental Selection

The number of individuals contained in the archive is constant over time, and
the truncation method prevents boundary solutions being removed. During
environmental selection, the first step is to copy all non-dominated individuals,
i.e., those which have a fitness lower than one, from archive and population to the
archive of the next generation. If the non-dominated front fits exactly into the
archive the environmental selection step is complete. In case the archive is too
small, the best dominated individuals in the previous archive and population are
copied to the new archive. Otherwise, truncate the archive.

5. Experiments

The experimental design we employed in this paper was to generate a table of
frequent itemsets and then generate transactions by picking itemsets from I and
inserting them into the transaction. The process starts with building taxonomy
over the items. The taxonomy is created by assigning children to the roots, and
then to the nodes at the next depth until the frequent itemsets are exhausted.

The data used were data from supermarket customer purchases. There are
25,000 items and the taxonomy has 3 levels with 55 roots. The total number of
transactions in the database is 350,000. The number of generalised rules discovered
in more than one and a half times more that in cumulate. This shows a good
performance of the designed algorithm. We evaluated the performance of this
algorithm and compared it with an implementation of Cumulate [10]. Default
values of the parameters are: Population size = 40, Mutation rate = 0.5, Crossover
rate = 0.8, Selection in Pareto Archive (elitism)= 0.5. The stopping criterion
used is the non evolution of the archive during 10 generations, once the minimal
number of generations has been over passed.

5.1 Results and Discussion

Minimum Support was varied from 2.5% to 0.5%. GARM was faster than
Cumulate by approximately 1.5, with the performance gap increasing as the
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minimum support decreased. The number of transactions was varied from 1,000
to 10,000. GARM performed better than Cumulate though they tend to converge
as the number of transactions grows.

6. Conclusion And Future Works

In this paper we have combined a-priori query technique with a genetic
algorithm to deal with generalisation of the association rule mining problem.
The results show that our proposed model can attain considerable performance
improvement in terms of minimum support and number of items. The intended
future improvements include consideration of various other characteristics that
a good generalisation algorithm should have. These characteristics include a
limitless number of roots and/or levels in the taxonomy, depth-ratio, and number
of transactions. We also hope subject the algorithm to larger sample sizes and
different data types.
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Collaborative Filtering: A Comparison of
Graph-Based Semi-Supervised Learning
Methods and Memory-Based Methods

Rasna R. Walia

Collaborative filtering is a method of making predictions about the interests of a
user based on interest similarity to other users and consequently recommending
the predicted items. There is a widespread use of collaborative filtering systems in
commercial websites, such as Amazon.com, which has popularized item-based
methods. There are also many music and video sites such as iLike and Everyone’s a
Critic (EaC) that implement collaborative filtering systems. This trend is growing
in product-based sites. This paper discusses the implementation of graph-based semi-
supervised learning methods and memory-based methods to the collaborative filtering
scenario and compares these methods to baseline methods such as techniques based
on weighted average. This work compares the predictive accuracy of these methods
on the MovieLens data set. The metrics used for evaluation measure the accuracy
of generated predictions based on already known, held-out ratings that constitute
the test set. Preliminary results indicate that graph-based semi-supervised learning
methods perform better than baseline methods. However, some of the memory-based
methods outperform the graph-based semi-supervised learning methods as well as the
baseline methods.

1. Introduction

Collaborative filtering is basically a method of matching people with similar
interests for the purpose of making recommendations. The basic assumption of
collaborative filtering is that those who agreed in the past tend to agree in the
future. An example of a collaborative filtering system in use is Amazon.com,
where new books are recommended to users based on what they have previously
bought as well as their similarity to other users.

The task of collaborative filtering is split into prediction and recommendation.
Collaborative prediction refers to the task of predicting preferences of users based
on their preferences so far, and how they relate to the preferences of other users.
On the other hand, collaborative recommendation is the task of specifying a set
of items that a user might like or find useful. In this work, focus was on the
collaborative prediction task and the testing of different algorithms for their
accuracy.

Collaborative filtering systems are also distinguished based on whether they use
implicit or explicit votes. Explicit voting refers to a user expressing his preference
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foran item, usually on a discrete numerical scale. On the other hand, implicit voting
arises from interpreting user behaviour to estimate a vote or preference. Implicit
votes are often based on things like browsing data, purchase history or other types
of information access patterns. Throughout this work, explicit votes were used to
form predictions, because of their simplicity and natural interpretation.

Collaborative filtering algorithms suggest new items or predict their usefulness
for a particular user based on the user’s previous likings and the opinions of other
like-minded users. Typically, there is a list of 72 users U = {u, u,,..., u_} and a
list of 7 items [ = {i, i,..., 1 }. Each user #, is associated with a list of items / ,
on which he has expressed a liking, between a range of 0-5, with 1 meaning least
preferred, 5 meaning most preferred and O meaning the item has not been rated
by the user. The entire 7 x n user-item data is represented as a ratings matrix, R.
Each entry 7, in R represents the rating of the i” user on the / item. An example
ratings matrix with 5 users and 10 movies is given below:

00 5 0002043

0304 200500
1 0 20 0 3 001 2
051 0401000
24 00 5 0040 2

This paper contains three contributions:

e  The application of graph-based semi-supervised learning methods within
the collaborative filtering domain.

* Implementation of several methods on a non-trivial sized data set i.e. the
MovieLens data set, with 100,000 ratings from 943 users on 1,682 movies.

®  Alteration to memory-based methods: User-based methods were applied
to items and a significant improvement in the accuracy of the predictions
was observed.
This paper is organized as follows: Section 2 briefly discusses related work. Section
3 outlines the experimental methods employed, including a description of the
data set and error measures used. The results are presented in Section 4. Section
5 presents a discussion of the results obtained and Section 6 outlines avenues for
future work.

2. Related Work

A number of collaborative filtering techniques have been proposed, of which
the most popular ones are those based on the correlation criteria and matrix
factorization.

71
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Breese et al. [1998] carried out an empirical analysis of the predictive accuracy
of several memory-based algorithms like techniques based on the correlation
coefficient and vector-based similarity as well as model-based methods like
the Naive Bayes formulation and Bayesian Networks. They evaluated their
algorithms on the MS Web data set, Neilsen data set and EachMovie data set. A
key observation from their work is that the performance of the different methods
is greatly influenced by the nature of the data set and the availability of votes with
which to make predictions.

Results generated by memory-based methods are generally quite accurate. A
major drawback of these methods is that they are computationally very expensive
because the similarity between each pair of users needs to be computed before
predictions can be made on the desired items. These algorithms also cannot detect
cases of item synonymy. Another major disadvantage of memory-based methods
is that they do not construct any explicit statistical models so nothing is really
*learnt” from the available user profiles.

A major computation in memory-based methods is the calculation of similarities
between users. Algorithms where predictions are made based on the similarity
computation among items have been implemented by Sarwar et al. [2001]. These
methods are known as item-based collaborative filtering algorithms. Unlike the
user-based methods, the item-based approach looks into the set of items the target
user has rated and computes how similar they are to the target item i and then
selects k most similar items. Once the most similar items have been found, the
prediction is computed by taking a weighted average of the target user’s ratings on
the similar items. In cases where large datasets are being worked on, these methods
provide better quality recommendations than user-based methods [Sarwar et al.
2001]. Item-based methods allow similarity computations among items to be
performed in advance, leading to faster recommendations for a user.

In many cases, the collaborative prediction task is viewed as a classification
problem [Marlin 2004]. Algorithms like the k-nearest neighbour classifier among
others have been implemented in Marlin’s work. Semi-supervised learning is also
considered a classification method. It targets situations where labelled data are
scarce and unlabelled data are in abundance. Semi-supervised learning on a graph
has been studied from different perspectives in Belkin and Niyogi [2004], Herbster
et al. [2005] and Herbster and Pontil [2006]. A common theme in all these papers
is the use of the graph Laplacian, L.

One of the characteristics of the data used within the collaborative filtering
framework is sparsity. The user-movie matrix, where rows represent the users
and columns represent the movies, has relatively few actual ratings and has many
missing values which are represented as zeros. Dimensionality reduction methods
and matrix decomposition techniques such as singular value decomposition (SVD)
based prediction algorithms can overcome the sparsity problem by utilizing the
latent relationships that are captured in the low-rank approximations of the user-
movie matrix. [Sarwar et al. 2000], [Kleeman et al. 2006]
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Several model-based methods such as Bayesian networks [Breese et al. 1998] and
clustering [Connor and Herlocker 2001], [George and Merugu 2005] have been
applied to the collaborative filtering domain. These different methods provide
item recommendations by first building a model of user ratings. The Bayesian
network model formulates a probabilistic model for the collaborative filtering
problem while the clustering model treats it as a classification problem. The
clustering model works by similar users and/or similar items in the same class
and estimating the probability that a particular user belongs to certain class C and
from there, computes the conditional probability of ratings.

In this work, graph-based semi-supervised learning algorithms and memory-
based algorithms have been implemented and compared with each other because
they work in a similar manner. Both methods operate over the entire user database
to generate the required prediction for a particular movie for the given active
user.

2. Experimental Method
1.1 Methods Employed

There are generally two broad classes of collaborative filtering algorithms. Memory-
based algorithms operate over the entire user database to make predictions while
model-based algorithms use the user database to learn a model which is then used
for prediction. The emphasis of this work is on memory-based methods.

Semi-supervised learning is a class of machine learning techniques that makes
use of both labelled and unlabelled data for training. Typically, such learning
problems are characterized by a small amount of labelled data with a large amount
of unlabelled data. It has been found that the use of labelled data in conjunction
with unlabelled data can produce considerable improvement in learning accuracy.
The graph-based learning algorithms presented in this paper are all categorized as
semi-supervised learning methods.

The problem of collaborative filtering lends itself well to the semi-supervised
learning framework since an analogy can be drawn between labelled data and user
ratings for movies as well as the unknown ratings and unlabelled data.

3.1.1  Graph-Based Semi-Supervised Learning Algorithms

Two graph-based semi-supervised learning algorithms were used in this work:
*  Minimum Norm Interpolation: This method uses a Laplacian kernel to
predict labels on the unlabelled data.
* Harmonic Energy Minimizing Functions: This method uses the graph

Laplacian and labels on the labelled data to predict the labels on the
unlabelled data.
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3.1.1.1 Hilbert Space of Functions on a Graph

Functions defined on the graph are represented by a Hilbert space associated with
the graph Laplacian. Let G = (V,E) be an undirected graph with a vertex set V'

= {I,..,n}, edge set E(G)=E c(1,])):i< J}; ., and 7 x 7 adjacency matrix A

= (A :1,jeV) such that A ; =A;; =1if (i, ) € E and zero otherwise. The
graph Laplacian L is the 7 x 7 matrix defined as L = D - A, where D = diag(d,,...,d )
and d, is the degree of vertex . There are / labelled points and # unlabelled points.
Usually, / < < #and n =/ + u is the total number of points in the graph.

3.1.1.2 Minimum Norm Interpolation

Let R(G) be the linear space of real-valued functions defined as g = (g,,...,g )*, where
**T” denotes transposition. A linear subspace H(G) of R(G) is defined which is
orthogonal to the eigenvectors of L with zero eigenvalue, that s,

HG)={g:g"u,=0,i=1,..r}
Since G is connected L has only one eigenvector with eigenvalue zero (the
constant vector) and therefore

Equation 1: H(G) = {g: Y g, = 0}
Within this framework, the aim is to learn a classification function g € H(G) on

the basis of a set of labelled vertices. g is obtained as the minimal norm interpolant
in H(G) to the labelled vertices, i.e., the unique solution to the problem:

Equation 2: min,_, o {ll gll:9; =Y, i=1...1}
The reproducing kernel of H(G) is the pseudo-inverse of the Laplacian K = L*.
With the representer theorem, the coordinates of g are expressed as:

!
Equation 3: ¢, = Z K;¢;
Jj=l N
1

The solution of Equation 3 is given by ¢ = K ywhere K = (K;); ., .
In this work, the following symmetric positive definite graph kernel has been
used:

K!=L"+b1 " +cI,(0<b,0<c)
This method assumes that all labels are centred around zero and hence, all
ratings in the data set are shifted relative to one of the following: User average,
Movie average, Weighted average, User median, Movie median.

3.1.1.3 Harmonic Energy Minimizing Functions

There are /labelled points and # unlabelled points. L denotes the labelled set and U
denotes the unlabelled set of points. In this formulation, the labels on the labelled
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data lie between two intervals @ and b such that y, = Vi € [a,b] for i = 1,...,1. This
constraint is denoted by y|, _ . To satisfy the requirement that unlabelled points
that are nearby in the graph have similar labels, the energy is defined to be:

Equation 4: E(y) = Z(yi — yj)2
i, jeE(G)

so that low energy corresponds to a slowly varying function over the graph.

The graph Laplacian matrix and known labels are used to calculate the labels
of unlabelled data points. The harmonic property means that the value at each
unlabelled node is the average of the neighbouring nodes. The harmonic energy
minimizing function fis computed with matrix methods. The Laplacian matrix L
is partitioned into blocks for labelled and unlabelled nodes as follows:

I L L
LIJ I‘u
u
f =
Let fy Jwhere f,=7v, andf, denotes the mean values on the unlabelled data

points. The solution is given by:

Equation 5: f, =L 'L, f

This method also requires labels to be centered on zero and so ratings are
shifted in the user-movie matrix relative to one of the following: User average,
Movie average, Weighted average, User median, Movie median.

The basic idea in both the methods is that the learnt function should be smooth
with respect to the graph. The smoothness in the minimum norm interpolation
method and harmonic energy minimizing functions method is ensured by Equation
1 and Equation 4, respectively.

3.1.2  Memory-Based Algorithms

Memory-based algorithms operate over the entire user database to make predictions.
Given an unknown test rating (of a test item by a test user) to be estimated,
memory-based collaborative filtering methods first measure similarities between
the test user and other user user-based methods. After that, the unknown rating
is predicted by taking a weighted average of the known ratings of the test item by
similar users. In this work, different user-based methods were implemented, as
described by Breese et al. [1998] and they are distinguished mainly by the method
used to calculate the " “weight”.

Prediction Computation

The basic task in collaborative filtering is to predict the votes of a particular user,
the active user, from a database of user votes, by finding other users similar to the



76  Computer Science

active user. The user database consists of a set of votes v,; corresponding to the
vote for user b on movie j. 1, is the set of movies on which user 4 has voted. The
mean vote of user b is defined as:

v 1
b= —
|Ib|jellJ

Vo j

The votes of the active user, 4, are predicted based on some partial information
regarding the active user and a set of weights calculated from the user database. To
calculate the predicted vote of the active user for item j, a weighted sum of votes
of the other users in the database is used.

o _
Equation 6: P,; =V, + éZW(a,b)(vbj —-V,)
b1

where 7 is the number of users in the collaborative filtering database with
non-zero weights and [ is a normalizing factor such that the absolute values of
the weights sum to unity. w(a,b) is either the distance, correlation or similarity
between each user b and the active user a.

An important term in Equation 6 is @(a,b), leading to the generation of different
predictions depending on how it is calculated. The table below summarizes
different methods used for calculating w(a,b).

Table 1: Different Weight Calculating Methods

w(a,b) Method
Distance Euclidean, Manhattan
Correlation Pearson Correlation

Vector Similarity, Default Voting, Inverse User

Weight/Similarity Frequency

In this work, the correlation and weight/similarity methods were used to calculate

w(a,b).
3.1.2.2 Pearson Correlation

The correlation between users # and b is:

DL V)W - V)

Jév“—ﬂfvm—ﬁf

where the summations over j are over the movies for which both users @ and b
have recorded votes.

w(@bp =
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3.1.2.4 Vector Similarity

In this formulation, each user is treated as a vector of votes in #-dimensional space,
where 7 is the number of votes in the user database. The weight between two users
is computed by calculating the cosine of the angle formed by the vectors. The

weight is now calculated as: Vo
j
w@b =2, 2
ZVak 2_ Vo
kel, kel

where the squared terms in the denominator serve to normalize votes so that users
that vote on movies will not 4 priori be more similar to other users. Again, the
summations over j are over the items for which both users 2 and b have recorded
votes.

3.1.2.4 Default Voting

Default voting is an extension to the correlation algorithm. Correlation, as a
similarity measurement, does not work very well on sparse data sets. When two
users have few movies in common, their weights tend to be over-emphasized.
Default voting deals with this problem by adding a number of imaginary items
that both have rated in common in order to smooth the votes. A default vote
value d is assumed as a vote for movies which do not have explicit votes. The same
default vote value d is taken for some number of additional items & that neither
user has voted on. This has the effect of assuming that there are some additional
number of unspecified movies that neither user has voted on, but they would
generally agree on. In most cases, the value of d is selected to reflect a neutral
or somewhat negative preference for the unobserved movies. The weight is now

calculated as: +k)(ZVaJVbJ+u )— (Zvaﬁk’ IZVbJJrki )

W

\/((n+k)(2vaj+kl )- (ZVa,+k' )2 )((n+k)(vaJ+k| )— (va,ﬂd )*)

where the summations j are now over the union of items that either user 4 or b has
votedon |, Ul, and n 1, Ul |.
3.1.2.5 Extension

In this work, user-based methods were also applied to items. The user-based
methods were modified to replace values pertaining to ‘users’ with corresponding
‘movie’ values. These methods are referred to as user-based methods on items in
this work. To predict the vote for user  on item j Equation 6 is modified slightly

to become:
Equation 7: Paj =V, +eZW(J Dva; -V, V)

i=1
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where 7 is the number of items in the collaborative filtering database with non-
zero weights and [ is a normalizing factor such that the absolute values of the
weights sum to unity. w(j,7) is either the distance, correlation or similarity between
each item 7 and the active item j. Two user similarity computation methods, vector
similarity and default voting, were employed to calculate the similarities between
movies.

3.1.3 Baseline Methods

In order to determine the relative performance of the various algorithms
implemented for the collaborative filtering problem in this work, the most basic
prediction methods were used. These methods involve predicting an unknown
rating by returning one of the following statistics as the predicted value: (a) User
Average; (b) Movie Average; (c) Weighted Average.

3.2 Data

The different methods were evaluated on the MovieLens dataset. The fastest of
methods generally ran for ten minutes on this dataset and the slowest took up to
thirty minutes. The dataset consists of 100,000 ratings (in the range of 1 - 5) from
943 users on 1,682 movies. A null vote i.e. a zero entry for a movie, means that the
movie has not been watched by the user. Each user has rated at least 20 movies.
Previous work carried out on the MovieLens dataset in relation to collaborative
filtering includes:

*  Singular value decomposition based prediction by Sarwar et al. [2000].

e Ttem-based collaborative filtering methods by Sarwar et al. [2001].

e  Different matrix factorization techniques such as maximum margin matrix
factorization, incremental SVD and repeated matrix reconstruction by
Kleeman et al. [2006].

This work presents a novel application of graph-based semi-supervised learning
methods in the collaborative filtering domain. A similar graph-based semi-
supervised approach has been used to address the sentiment analysis task of rating
inference for unlabelled documents. [Goldberg and Merugu 2005]

3.3 Error Measures

Statistical accuracy metrics were used to evaluate the quality of predictions of the
different algorithms that were implemented. Also known as predictive accuracy
metrics, they measure how close the predicted ratings are to the true user ratings
in the test set.

3.3.1 Mean Absolute Error

Mean absolute error (MAE) measures the average absolute deviation between a
predicted rating and the user’s true rating. If the number of predicted votes in the
test set for the active user is 7.2 , then the mean absolute error for the user is:
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:_Z|pa] a'

a jeP,

where p . is the predicted rating for user 2 on movie j and v, is the actual rating of
user & on movie j- These scores are then averaged over all the users in the test set.
The lower the MAE, the more accurate is the prediction.

3.3.2 Root Mean Squared Error

Root mean squared error (RMSE) is a slight variation to the MAE. It squares the
error before summing it up. This results in more emphasis on large errors.

where e is the error at each point and N is the number of points tested.
The lower the RMSE, the more accurate is the prediction.

3.4 Experimental Protocol

Experiments using the different methods were carried out in a similar manner. The
data sets used in the experiments were partitioned into training sets and test sets.
The methods were trained on the training sets and their performance evaluated
on the test sets. In all cases, error rates taken over the set of held-out ratings used
for testing and not the set of observed ratings used for training are reported. The
RMSE and MAE values presented in the experiments are average error rates across
multiple test sets.

4. Results

To compare the predictive accuracy of the different methods, two large datasets
provided by MovieLens were used. One pair is ua.base and ua.test and the other
pair is ub.base and ub.test. These datasets split the main dataset into a training and
test set with exactly 10 ratings per user in the test set. The sets ua.test and ub.test
are disjoint. The training sets (*.base) have 90,570 ratings and the test sets (*.test)
have 9,430 ratings.

The results presented in Table 2 are for the following methods:

* Baseline Methods: User Average, Movie Average, Weighted Average

e Standard Methods - User-Based Methods: Pearson Correlation, Vector
Similarity and Default Voting

e  Variation of Standard Methods - User-Based Methods on Items: Vector
Similarity and Default Voting

®  Graph-based Semi-supervised Learning Methods: Minimum Norm
Interpolation and Harmonic Energy Minimizing Functions
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Table 2: Predictive Accuracy of the Different Methods

Data Set

Methods RMSE MAE

ua.test ub.test ua.test ub.test
User Average 1.043 1.06 0.833 0.849
Movie Average 1.043 1.05 0.836 0.841
Weighted Average 1.009 1.016 0.812 0.819
Pearson Correlation 0.971 0.987 0.7639 0.7771
Vector Similarity 0.973 0.989 0.7642 0.7771
Default Voting 0.989 1.002 0.777 0.787
Vector Similarity (on items) 0.955 0.972 0.751 0.766
Default Voting (on items) 0.583 0.591 0.447 0.455
Minimum Norm Interpolation 0.98 0.988 0.785 0.791
Ej;fg’on;s Energy  Minimizing| 4 gg9 0.998 0.793 0.8

5. Discussion

The MovieLens data set used in the experiments contains 100,000 ratings from 943
users on 1,682 movies. Out of a possible 1,586,126 ratings, only 100,000 ratings
are present in the data set. Due to the sparse nature of the data set, it was expected
that the graph-based semi-supervised learning methods would perform better than
the other methods employed. The reason for this was that these graph-based semi-
supervised learning methods use both labelled and unlabelled data to build better
classifiers.

However, the observation was that the performance of the graph-based
semi-supervised learning methods were almost the same as that of the memory-
based methods. The performance of the minimum norm interpolation method
is approximately the same on both datasets. The harmonic energy minimizing
functions method returns a slightly higher rate of error than the minimum norm
interpolation method. Promising results were achieved when applying user-based
methods to items. Baseline methods, such as using the weighted average as the
predicted value, gave fairly good predictions.

Generally, the graph-based semi-supervised learning methods perform better
than the baseline methods. However, memory-based methods such as those that
use Pearson correlation, vector similarity and default voting to calculate weights
and generate predictions performed better than the graph-based methods.

6. Future Work

There is a growing need for the use of collaborative filtering systems because of
the increasing volume of customer data available on the Web and the growth of
product-based websites. New technologies are continuously being exploited to
improve the predictive accuracy of collaborative filtering systems.
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This study shows that graph-based semi-supervised learning methods is one
of the techniques that can be used in the collaborative filtering domain. Further
research is needed to understand under what conditions certain methods work
well and others do not. Future work includes implementation and observation of
the performance of the methods presented in this paper to larger datasets, such as
the Netflix dataset, which contains over 100 million ratings from approximately
480,000 users on 17,700 movies. Further analysis and experiments also need to be
carried out to look for ways to improve the performance of the various methods
presented in this paper.

In addition to the above, a comparative study of the methods presented in
this paper with other methods such as singular value decomposition, non-negative
matrix factorization, clustering algorithms, Naive Bayes classifier and Bayesian
networks needs to be carried out. It is believed that these model-based methods
actually ‘learn” something from user profiles and item characteristics and
are therefore expected to give better prediction accuracy than memory-based
methods.

Acknowledgements

Sincere thanks to Dr. Mark Herbster (m.herbster@cs.ucl.ac.uk) of the Department
of Computer Science, University College London, for introducing me to the field

of collaborative filtering and developing my interest in it.
I would also like to thank the GroupLens Research Project at the University of Minnesota
for making the MovieLens dataset available for use.

References

BELKIN, M. AND NIYOGI, P. ]2004]. Semi-Supervised Learning on Riemannian Manifolds.
In Machine Learning, 56, pages 209 - 239.

BREESE, J.S., HECKERMAN, D. AND KADIE, C. 1998. Empirical Analysis of Predictive
Algorithms for Collaborative Filtering. In Proceedings of the Fourteenth Annual Conference
on Uncertainty in Artificial Intelligence, pages 43 - 52, July 1998.

CONNOR, M. AND HERLOCKER, J. [2001]. Clustering Items for Collaborative Filtering.
In SIGIR-2001 Workshop on Recommender Systems.

GEORGE, T. AND MERUGU, S. [2005]. A Scalable Collaborative Filtering Framework
Based on Co-Clustering. In Proceedings of the Fifth IEEE International Conference on Data
Mining, pages 625 - 628.

GOLDBERG, A.B. AND ZHU, X. [2006]. Seeing stars when there aren’t many stars:
Graph-based Semi-supervised Learning for Sentiment Categorization. HLT-NAACL 2006
Workshop on Textgraphs: Graph-based Algorithms for Natural Language Processing.

HERBSTER, M., PONTIL, M. AND WAINER, L. [2005]. Online Learning over Graphs. In
ICML 2005, pages 305 - 312.

HERBSTER, M. AND PONTIL, M. [2006]. Prediction on a Graph with a Perceptron. In
NIPS 2006.



82  Computer Science

KLEEMAN, A.,HENDERSEN, N. AND DENUIT, S. Matrix Factorization for Collaborative
Prediction. [CME.

MARLIN, B. [2004]. Collaborative Filtering: A Machine Learning Perspective. Master’s Thesis,
Uniwversity of Toronto.

S