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Abstract 

The degradation of pipe factor of safety upon pipe installation has increased interest in buried 

infrastructure asset management. Several modelling approaches using statistical models have 

been proposed to explain the effects of covariates in the failure of water pipes.  

In this thesis, Cox Proportional Hazard Model (Cox-PHM) was used in the prediction of 

number of break. Curve fitting techniques were proposed for estimation of baseline hazard 

function and the resulting equation applied in break prediction. The results from the model 

were compared to the results from Weibull Proportional Hazard Model (WPHM) and Poisson 

Model. Further, Cox-PHM was used to determine the time to failure of metallic pipes. 

Results indicated that physical factors e.g. diameter, were the critical factors impacting pipe 

failure and the occurrence of a particular break-type. Further, results indicated that the effects 

of covariates differ according to material type with PVC and DI pipe showing low and high 

vulnerability to breaks, respectively. Additionally, when mean time to failure (MTF) of a pipe 

was analyzed, it revealed that after the occurrence of a failure, time to failure for DI decreases 

significantly compared to CI pipe. Results indicated that when a pipe has had four breaks, it 

should be considered for replacement. 

The prediction results from the models revealed that different models depending on pipe 

material can be used to model the evolution of breaks for the City of Calgary Water Network 

(CCWN). Therefore, Poisson Model and WPHM performed best in the prediction of the PVC, 

and both DI and CI pipes, respectively. Results from Cox-PHM indicate that the estimation of 

the baseline hazard function using curve fitting techniques captures the trend of metallic pipes 

especially for the young water networks. 

It is therefore recommended that a combination of models should be used based on the rate of 

deterioration and material type of the system rather than a single model. 
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Chapter	1	

1 Introduction 

1.1 Background 

Water mains form an essential part of the lifeline systems of modern urban towns and cities 

(Rajani et al. 1996). In the early 1900’s cast iron was used as the main distribution system until 

the introduction of ductile iron in 1970’s. PVC was introduced in 1970’s but has seen the 

introduction of medium and high polyethylene in 1990’s (MDPE & HDPE) which have become 

alternatives for replacing the existing water mains (Brander 2001; Rajani et al. 1996). Asbestos 

cement pipes were used extensively in 1930’s through 1960’s (Hu et al. 2008) but were later 

discontinued in 1970’s due to health concerns associated with the manufacturing processes and 

its release of asbestos fibres as it deteriorates (Gibbons et al. 2008; Hu et al. 2008). 

 

Nonetheless, occurrences of the bursts/ breaks from these water networks are observed 

regularly (Berardi et al. 2008). These occurrences have stimulated development of buried 

infrastructure asset management strategies (Clair and Sinha 2012; Rogers 2011) to explain 

these breaks (Hu and Hubble 2007; Rajani et al. 1996). To fully implement these management 

strategies, a complete understanding of the asset condition and performance over time is 

required (Clair and Sinha 2012). 

 

Pipe breaks are caused by environmental conditions, physical and operational factors (Berardi 

et al. 2008; Rajani and Kleiner 2001) that combine in degrading the pipe factor of safety (FS) 

(Rajani and Kleiner 2001)). It occurs when FS critical limit (usually 1) (Rajani and 

Tesfamariam 2005) has been exceeded. The consequence of these failures are financial 

burdens, water service interruptions, traffic delays, loss of water and energy among others 

(Berardi et al. 2008). 

 

To successfully manage the pipe assets, time dependent deterioration and failure of a pipe needs 

to be understood and estimated (Davis et al. 2008). As a result, many modelling approaches 

that provide support in planning and renewal decisions of the water systems have been 
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developed (Rogers 2011) and published (e.g. Le Gat and Eisenbeis 2000; Gowlter and Kazemi 

1989; Mailhot et al. 2000; Pelletier et al. 2003; among others). 

 

Kleiner and Rajani (2001) and Rajani and Kleiner (2001) classified models into 

physical/mechanistic and statistical models. Physical models predict failure by assessing the 

load the pipe is subjected to as well as the ability to resist the loads (Rajani and Kleiner 2001; 

Rajani and Tesfamariam 2004). Physical models require physical, environmental and 

operational data that are often difficult to obtain due to time and financial constraints (Kleiner 

and Rajani 2001; Marlow et al. 2010). Examples of physical models include simplified Winkler 

model (Rajani and Tesfamariam 2004; Rajani et al. 1996), corrosion models (Rajani and Makar 

2001; Rajani and Tesfamariam 2005), and time-to-failure (Rajani and Tesfamariam 2004, 

2005, 2007; Tesfamariam and Rajani 2004). 

 

On the other hand, statistical models offer an alternative that is both economical and effective 

for analyzing structural state of pipes (Kleiner and Rajani 2002). They model pipe failure by 

utilizing information from past failure data to identify the breakage patterns which are assumed 

to continue into the future (Kleiner and Rajani 2001). Statistical models are further classified 

as deterministic and probabilistic models. Deterministic models use two to three variables 

based on pipe age or history to predict break rates (Kleiner and Rajani 2001). In this thesis the 

terms “covariates”, “explanatory variables”, “variables”, and “risk factors” are used 

interchangeably to mean factors that increase the likelihood of a pipe failure. 

 

Probabilistic models, either single or multi-variate models, focus on time-to-failure of a pipe 

by estimating the probability that a break will occur at some future time (Andreou 1986). 

Single-variate probabilistic models (e.g. Poisson)are used in; i) predicting failure patterns of 

pipe groupings or cohorts(Fuchs-Hanusch et al. 2011; Martins et al. 2013), ii) deriving 

probabilities in life expectancy, and iii) probabilistic analysis of break clustering (Kleiner and 

Rajani 2001). Multi-variate models are used in predicting individual pipes breaks rather than 

cohorts (Kleiner and Rajani 2001).  

 

The widely used multi-variate approach is survival analysis which utilizes right censored data 

(Pelletier et al. 2003) with Proportional Hazard Model (PHM) developed by Cox (1972) being 

the commonly used. PHM can either be parametric or semi-parametric models. Semi-

parametric models assumes the baseline hazard function is left undefined and therefore not 
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estimated while for parametric models, the baseline hazard function is allowed to follow a 

certain distribution e.g. Weibull (Røstum 2000). 

 

Therefore, through application of these statistical models and making use of all the explanatory 

variables from the data, the expected number of future breaks events can be estimated with 

reasonable accuracy for each individual pipe (Andreou et al. 1987). The output from estimation 

of future breaks will be very important in; i) determining the budget needs for future repairs; 

ii) establish the optimum time of replacement of the breaking mains, and; iii) obtain the 

reliability estimates of the individual pipe (Andreou 1986; Andreou et al. 1987a; Boxall et al. 

2007). 

1.2 Problem statement 

 

As pipe ages, its structural integrity diminishes and become susceptible to breaks and leaks 

(Toumbou et al. 2012) leading to loss of water, increased cost of system maintenance, reduced 

the quality of service; loss of water quality and increased traffic congestion (Berardi et al. 

2008). However, by maintaining the records of these breaks and leaks, the current and past 

structural state of the utility can be analysed (Toumbou et al. 2012). 

 

Planning and renewal decisions in the water systems have been made by applying statistical 

models (Rogers 2011). Some modelling approaches have applied PHM in making these 

decisions with the focus being on the parametric forms of the model (Le Gat and Eisenbeis 

2000; Martins et al. 2013; Røstum 2000). However, semi-parametric models have been applied 

in evaluating the effects of covariates on the hazard (Christodoulou 2010; Kumar and Klefsjö 

1994; Park et al. 2008) with limited use in prediction of number of breaks. This limitation is as 

a result of baseline hazard function which is left undefined (Cox 1972). The estimate of this 

function is of great importance in validation of the model using independent data (Royston and 

Altman 2013; Royston 2011). 

 

In this thesis, the use of semi-parametric model, Cox Proportional Hazard Model (Cox-PHM), 

is applied in prediction of number of pipe breaks. The proposed methodology allows for the 

estimation of baseline hazard function using curve smoothing techniques and the resulting 

equation applied in break prediction. Further, water managers often are in need of a simple 

model that can combine the ease of use as well as predict the failure pattern of a water network 
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accurately by using all the risk factors in the data (Andreou et al. 1987a). Therefore, the 

prediction results from the semi-parametric model are compared with output from the Weibull 

Proportional Hazard Model (WPHM) and the Poisson Model (PM) to in order to determine a 

simple and robust model for use in predicting the evolution of pipe breaks. 

 

1.3 Objectives  

 

The main objective of this study is to evaluate the suitability of statistical models in prediction 

of failures of each individual pipe in a water distribution network. 

Specific objectives to: 

 

1. Establish what covariates are important in the failure of a pipe 

2. Reveal which covariates influence occurrence of a particular break-type  

3. Determine the robust model that best represent a failure pattern of the city of Calgary 

4. Determine the suitability of Cox-PHM in break prediction 

 

1.4 Thesis structure 

 

This thesis is organized as given in Figure 1-1. Section 2 presents the literature review of pipe 

failure giving details of causes and mechanism of failure is presented and a review of modelling 

strategies. In Section3, a review of the statistical background of the models used in this study 

is presented. Additionally, parameter estimation and failure prediction of each model is 

outlined and a section of model development is also presented. A case study and results are 

given in Section 4, while discussion of results is presented in Section 5. Finally, Section 6 

presents the concluding remarks and recommendations 
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Figure 1-1: Thesis Structure 
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Chapter	2	

2 Literature Review 

2.1 Introduction 

 

The purpose of this section is to give an insight and document critical factors responsible for 

the deterioration of pipes and how these factors contribute in planning for the maintenance of 

an efficient pipe system. In Sections 2.2 and 2.3, discussion on the causes of pipe failures and 

their mechanism is presented. The review of models used to describe the state of pipes is 

presented in section 2.4 and finally in Section 2.5, a brief overview of applications of statistical 

models to pipe failure is presented.  

2.2 Causes of failure 

 

Pipe failures are a regular occurrence in water distribution systems (Berardi et al. 2008). These 

failures are caused by a number of factors classified by Rajani and Kleiner (2001) as: 

(i) Physical characteristics of pipes 

(ii) Environmental characteristics and, 

(iii) Operational characteristics  

 

The combination of these factors determines the pipe failure processes and modes, though the 

roles played by each factor vary from water main to water main owing to site-specific 

conditions (Hu and Hubble 2007). Table 2-1 gives a summary of the factors failure rates of the 

pipe. 
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Table 2-1: Factors affecting failure rate of pipes  

Physical characteristics Operational factors Environmental characteristics  

Pipe diameter 

Age 

Length 

Material type 

Depth 

Pressure class 

Pipe wall thickness  

Maintenance and repair 

Pressure surge 

Water pressure 

Water quality 

Water velocity 

Previous failure history 

Cathodic protection 

Soil factors 

Groundwater level 

Seasonal climatic variations 

Stray current 

Ground movement 

Road surface 

Traffic and surface loads 

Leakage rate 

(source: Røstum (2000)) 

The following subsections describe the factors which are commonly assumed to have the 

greatest impact on the pipe failure.  

2.2.1 Pipe material 

 

Several pipe materials exist, ranging from concrete pipes (e.g. asbestos cement), metallic pipes 

(e.g. cast iron, ductile iron), PVC, medium density polyethylene (MDPE) and high density 

polyethylene (HDPE) (Rajani et al. 1996). Studies have been carried out by many researchers 

(e.g. Hu and Hubble (2007); Kettler and Goulter (1985), among others) to determine the 

influence of these pipe materials in pipe failure rates. 

 

A study by Pelletier et al. (2003) revealed a close dependency exists between pipe material and 

year it was laid. Material strength of pipe determines the breaking patterns of pipes with cast 

iron displaying high breaking trend compared to ductile iron (Kuraoka and Rainer 1996) 

because of its low strength (Makar et al. 2001). Additionally, age has been found to contribute 

to low material strength of pipe, with increase in number of breaks being observed as the pipe 

ages (Kettler and Goulter 1985; Mordak and Wheeler 1988). This trend seems to affect the 

metallic pipes and asbestos cement pipes with plastic pipes exhibiting different patterns. PVC 

have been reported to withstand aggressive environments, abrasion and strong acids, with 

decrease in failure rate having been reported in one case (Davis et al. 2004; Knight 2002). 
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2.2.2 Pipe age 

 

Disagreements exist in literature on the influence of age in pipe break. Some authors have 

observed a linear relationship between age and pipe breaks (Harris and Radlinski 2013; Hu and 

Hubble 2007; Hu et al. 2010; Kettler and Goulter 1985) while others have observed a non-

linear relationship (Andreou 1986; Boxall et al. 2007; Gowlter and Kazemi 1989; O’Day 1982). 

Those who argue non-linear relationship agree that age should contribute to pipe failure later 

but in some circumstances, high number of early breaks is observed due to quality of materials 

used and localized unfavourable environmental pipe conditions. (Boxall et al. 2007) 

recommended that age should be combined with the knowledge of the pipe network condition 

and weak points to allow accurate assessment. 

2.2.3 Pipe diameter 

 

Diameter of the pipe has been found to contribute significantly to the number of breaks 

observed. An inverse relationship between the breaking rate of the pipe and the diameter 

(Figure 2-1) has been reported by many authors (Andreou et al. 1987b; Hu and Hubble 2007; 

Kettler and Goulter 1985; Mordak and Wheeler 1988; White 1985). Most of the breaks have 

been observed to occur to small diameter pipes with 150-200mm diameter contributing to up 

to 94% of all the failures (Hu and Hubble 2007). The vulnerability of these small diameter 

pipes is thought to result from thinner walls, low bending inertia and less reliable joints (Kettler 

and Goulter 1985). 
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Figure 2-1: Failure rate per kilometre per Year 

2.2.4 Seasonal variation 

 

Pipe failures have been observed to follow seasonal patterns and have been reported to either 

occur in summer (Hu and Hubble 2007; Mordak and Wheeler 1988; White 1985) or in winter 

(Friedl et al. 2012; Harvey et al. 2013; Hu and Hubble 2007) as shown in Figure 2-2. 

 

During summer, the rainfall deficit increases and reaches its maximum has it ends, causing a 

high shrinkage of clay soil (Hu and Vu 2011). This situation result in low attenuation of 

imposed loads causing higher loads to be transmitted to the pipes (Hu and Hubble 2007; 

Mordak and Wheeler 1988). During winter period, cold temperatures causes freezing and 

expansion of water in the ground, thereby increasing earth loads on the buried pipes (Harvey 

et al. 2013; Hu and Hubble 2007).  

 

Further, frozen soils above the pipe put an extra load on the pipe bedding soil support causing 

it to weaken (Hu and Vu 2011). Harvey et al. (2013) reported that about 60% of the failures 

reported in Scarborough are strongly related to winter season. 
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Figure 2-2: Occurrence of pipe failures in a year 

2.2.5 Temperature 

 

The importance of temperature in influencing pipe failure has been documented by many 

authors (e.g. (Habibian 1994; Rajani et al. 1996, 2012) among others). The influence of 

temperature differs depending on the type of pipe material (Rajani et al. 2012) with PVC, 

though with high coefficient of thermal expansion, showing little effect due to their flexibility 

(American Water Works Service Co. 2002).  

 

However, the thermal differences between metallic pipe and water results in high breaks 

(American Water Works Service Co. 2002). For example as the temperature falls, and at 

approximately 4oC, water begins to expand while the pipes continue to contract. As a result, 

the expanding water exerts pressure on the pipe resulting in breaks (American Water Works 

Service Co. 2002; Hu et al. 2010). Additionally, when temperature hits a new low, an increase 

of breaks occurs affecting the weaker pipes that were not affected in the last period (Habibian 

1994). 

2.2.6 Soil factors 

 

The interaction of soil type and weather elements has been documented in many studies (e.g. 

(Gould et al. 2009; Hu and Vu 2006; Mordak and Wheeler 1988) to result in soil movement 

leading to transmission of loads to the pipe. This trend is commonly observed in very expansive 

JAN FEB MAR APR MAY JUN JULY AUG SEP OCT NOV DEC

Month

N
u

m
b

e
r 

o
f 
b

re
a

k
s

0
5
0

1
0
0

1
5
0

2
0
0

2
5
0

Area1-White (1985)

Area2-White (1985)

Area3-White (1985)

Area4-White (1985)

Friedl et al. (2012)

Hu and Hubble (2007)



11 

 

soil (clay) as compared to stable soils (Mordak and Wheeler 1988) as can be seen in Figure 

2-3. Most of the failures associated with soil movement are circumferential breaks (Rajani et 

al. 1996) and have been observed to occur during dry months (Gould et al. 2009; Hu and 

Hubble 2007; Mordak and Wheeler 1988) 

 

Figure 2-3: weather-soil Type failure rate interaction-Minimum API. 

Source: (Gould et al. 2009) 

2.2.7 Water Pressure 

 

A pipe is designed with a wall thickness in order to withstand standard internal pressure and 

external loadings (Hu et al. 2010). However, the load bearing capability decreases as the pipe 

deteriorates since the degraded part of the pipe becomes much weaker than the intact portions 

(Hu et al. 2008).  

A linear correlation between water pressure and pipe breakage rates have been observed (Hu 

et al. 2010) and is thought to contribute to occurrence of circumferential breaks (Kleiner and 

Rajani 2000) and blowout of the weakest portion of the mains wall (O’Day 1982). Andreou et 

al. (1987b) found that high internal pressure imposes a loading on a pipe especially on corroded 

pipe thus increasing the likelihood of occurrence of multiple breaks. 
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2.2.8 Construction and Repairs practices 

2.2.8.1 Construction practices 

 

Construction practices, such as inadequate compaction of backfill has been identified has the 

cause of subsidence of the backfill after reinstatement (Hu and Hubble 2007). Differential soil 

movement and uneven bedding caused by differential subsidence between the backfill and the 

surrounding native soil which produces shear and bending loads on the buried pipe (Hu and 

Hubble 2007; O’Day 1982). Bedding material may indicate a particular construction practice 

that induces physical stress in a pipe ultimately causing its failure (Wood and Lence 2009). Hu 

and Hubble (2007) found that about 5.1% of the failures were attributed to inadequate 

compaction of backfill especially in pipes connected to other structures e.g. hydrants  

 

2.2.8.2 Repairs practices 

 

A linear relationship between pipe break and pipe repairs has been observed by some authors 

e.g. (Gowlter and Kazemi 1989; Hu and Hubble 2007) with about 21.6% of all breaks occurring 

from zero distance of the previous failure. This trend has been attributed to disturbance of 

surrounding soil as a result of failure itself and the repair practices. Additionally, a leakage 

from the first breaks can cause erosion of the bedding material or change the moisture 

conditions of the surrounding environment, therefore influencing expansion and contraction of 

the soil (Goulter and Kazemi 1988; Hu and Hubble 2007; O’Day 1982). Furthermore, in all 

failures associated with re-breaks, almost 40% were from previous repairs during winter when 

the temperatures were below 0oC (Hu and Hubble 2007). 

2.2.9 Corrosion 

 

Upon installation, a buried pipe is expected to maintain its original factor of safety for the rest 

of its life (Rajani and Makar 2001) but, this is not the case as it diminishes due to corrosion 

that initiates randomly and grows over time (Rajani and Tesfamariam 2005). Corrosion in pipes 

is thought to be enhanced by, among other factors, the interaction between the soil properties 

(e.g. moisture, redox potential, pH, oxygen and microbial activity) and the environmental 

conditions (Liu et al. 2010). 
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Karaa (1984) and Makar (2000) noted that corrosion was a major contributor to pipe failures 

and becomes serious as the pipe ages, causing decrease in pipe wall thickness and pipe strength 

thereby, increasing the likelihood of pipe breakage. This observation was also documented in 

Mordak and Wheeler (1988) who found that, 90% of failures of AC pipes with 50 or more 

years were attributable to corrosion. In contrast, other studies have suggested that over time, 

the rate of corrosion is slowed due to production of red oxides that inhibits the rate of corrosion 

(Rajani and Tesfamariam 2005). 

2.3 Modes of pipe failures 

This subsection gives a brief summary on the types of break that are common in water pipes.  

2.3.1 Circumferential (Circular) breaks 

 

Literature has pointed out that the major causes of circular break-type are soil movement 

(Gould et al. 2009; Rajani et al. 1996) and temperature changes (Habibian 1994), and have 

been reported to occur mostly when there is decrease in soil moisture content (Gould et al. 

2009). This break-type causes an average of 70% of all pipe failures (Rajani et al. 1996) and 

occurs mostly in small diameter pipes with CI pipe being the most affected (Makar et al. 2001). 

The vulnerability of the small diameter pipes to breaks is contributed by their thin walls and 

the small moments of inertia (Kettler andGoulter 1985; Mordak and Wheeler 1988).  

2.3.2 Corrosion through holes 

 

Corrosion break-type has been identified to be a major cause of breaks of water pipes (Makar 

2000). This break-type is thought to result from continuous damaging reactions that reduces 

the pipe factor of safety (Rajani and Tesfamariam 2007). Apart from majorly affecting the CI 

pipe (Makar 2000), literature has shown that unprotected DI pipe is very vulnerable to 

corrosion and can corrode at a rate that equals that of CI pipe (Rajani and Kleiner 2003). Some 

have noted that DI pipe is fails majorly as a result of corrosion (Makar 2000). A linear 

relationship between this break type and pipe age has been noted and to some extent an inverse 

relationship being observed (Mordak and Wheeler 1988; Rajani and Tesfamariam 2005). 

2.3.3 Leaks from joints and fittings 

 

Leaks have been also been identified as the causes of failures in a water network and is caused 

by leaking joints, line valves, hydrant branches and services (Karaa and Marks 1990). Joint 
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leaks result from separation of the main sections caused by expansion and contraction of the 

pipe while other leaks may be a resultant of corrosion and stress impacts (Karaa and Marks 

1990). Literature have indicated that the occurrence of leaks in the water network could lead 

to erosion of the bedding material, cause difference in moisture conditions in pipe environment 

(Gowlter and Kazemi 1989; Hu and Hubble 2007) which may result in pipe failing as a result 

of circumferential (circular) failure (Karaa and Marks 1990). 

2.3.4 Bell splits  

 

This type of break, associated with smaller diameter pipes (Makar et al. 2001), is thought to 

result from stress that develops when there is pipe temperature is higher or lower than when it 

was installed (Makar 2000). Some studies have indicated that the occurrence of this break-type 

is preceded by pipe corrosion which initiates a point of weakness in a pipe (Makar 2000).  

2.3.5 Blow-outs 

 

This type of break has been taken as an indicator of the occurrence of corrosion in a water 

network (Makar et al. 2001; O’Day 1982). It occurs when pipe strength has been weakened by 

corrosion (Makar 2000; Makar et al. 2001; O’Day 1982). As a result, a sudden increase in water 

pressure results in hoop stress causing blow-outs at the weakest sections of the pipe (O’Day 

1982).  

2.3.6 Longitudinal breaks 

 

Longitudinal break-type is associated with large diameter pipes is caused by excessive internal 

pressure of the water, crushing and compression forces acting on the pipe (Makar et al. 2001). 

Additionally, pipe thinning is thought to cause this break (Makar 2000). The result is the crack 

that may extends the entire length of the pipe (Makar 2000; Makar et al. 2001) 
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2.4 Statistical models used in failure prediction 

 

Since early 1980’s, several attempts have been made to model statistically the failure risk of 

water mains (Le Gat and Eisenbeis 2000). Techniques employed in assessment of pipe 

condition can be classified into three areas: descriptive analysis, physical analysis, and 

predictive models (Karaa and Marks 1990). Predictive modelling uses statistical models to 

predict future system failures (Kleiner and Rajani 2001; Pelletier et al. 2003; Røstum 2000). 

2.4.1 Physical analysis 

 

Physical analysis employs engineering based equations to develop structurally based estimates 

of water main conditions (Karaa and Marks 1990). They are used to predict the service lifetime 

of an individual asset rather than the failure rate for the cohorts using the load bearing capacity 

of an asset (Marlow et al. 2010). The prediction involves understanding the degradation 

mechanism that influences the load bearing capacity of an asset and its service lifetime. 

Majority of the models have focused on the corrosion and structural failure of buried cast iron 

pipes (Karaa and Marks 1990; Marlow et al. 2010; Pelletier et al. 2003). The models require 

data of the surrounding situation and the internal and external loads that affect the pipe (Marlow 

et al. 2010) 

2.4.2 Descriptive analysis 

 

Descriptive analysis organizes and summarizes system inventory and condition, leak/break 

repair data to determine the physical characteristics and repair patterns of the system (Karaa 

and Marks 1990). It focuses on overall analysis of the system rather than the pipe individuals 

and is suitable for cities that have comprehensive databases on characteristics of their pipes 

and the pipe breaks (Hu and Hubble 2007). These analyses tend to obscure the high variability 

of failure patterns that exist among different pipes in the system (Andreou 1986). Such studies 

have been conducted by researchers (O’Day 1982)(Andreou 1986), (Karaa and Marks 1990), 

(Pelletier et al. 2003); among others), where several systems were analyzed and break patterns 

identified. Weaknesses attributed to this type of analysis include(Andreou 1986); 

a) Failure to capture complex interaction between break causing factors 

b) They don’t provide information on the failure of individual pipes 
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c) Difficulty in revealing non-linearity between break and factors contributing to break 

d) Often provides overwhelming information which is not clear on how it can be used for 

repair/rehabilitation/replacement decision at the individual pipe level. 

It is however recommended that every technical state of a system should begin from this 

analysis (Røstum 2000). 

2.4.3 Predictive modeling  

 

The need to develop a quantitative decision tool for repair and replacement decisions for 

deteriorating pipes led to the development of predictive models for pipe break failures 

(Andreou 1986). Predictive modeling is done by modeling the past pipe breakage behavior in 

order to predict the future (Pelletier et al. 2003). Three categories have been investigated(Karaa 

and Marks 1990) and are: i) aggregate models; ii) regression models; and, iii) probabilistic 

models. 

 

i. Aggregate models 

 

Linear and exponential models described by Shamir and Howard (1979), are examples of the 

examples of aggregate models. They predict pipe failure using the two or three parameters 

based on pipe age, and breakage history (Kleiner and Rajani 2001). The pipes are grouped into 

uniform and homogeneous groups according to their attributes (WERF, 2009). The model 

requires relatively small amount of data for analysis. The major disadvantage of these models 

is failure to deal with the right censored data (Martins 2011). They also, do not provide 

information about the goodness of fit and the statistical significances of the coefficients used, 

and the individual pipe level in the system, as they do not account for various pipe 

characteristics, previous break history and environmental factors (Karaa and Marks 1990). 

 

ii. Regression models 

 

A model of this type was proposed by Clark et al. (1982) and consists of two equations; a first-

event equation to predict time elapsed between original time of installation and the time of first 

break; and, accumulated event equation for predicting subsequent failures(Rogers and Grigg 

2009)using a set of explanatory variables, such as pipe age and pipe diameter(Martins et al. 

2013). Therefore, the model can provide greater insights into break-causing factors in water 
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pipes, and is better suited for repair-versus replacement decisions than the aggregate-type 

models(Karaa and Marks 1990). Some of the weakness of the model are: i)The model does not 

capture the effects of aging on the pipe satisfactorily; ii) it requires model identification; and, 

iii) it does not use the information of pipes that have not broken effectively in predicting the 

pipe breaks (Andreou 1986). 

iii. Probabilistic modeling 

 

Two types of predictive models have investigated and are; i) single-variate; and, ii) multivariate 

probabilistic models (Martins 2011). They focus on time-to-failureandestimated the probability 

that a break will occur at some future time(Andreou 1986). 

 

Single-variate probabilistic models, for example Cohort survival model described by Herz 

(1996), are used in; i) predicting failure patterns of pipe groupings or cohorts(Fuchs-Hanusch 

et al. 2011), (Martins et al. 2013); ii) deriving probabilities in life expectancy, and; iii) 

probabilistic analysis of break clustering (Kleiner and Rajani 2001). Other models that apply 

the attributes of the pipes as a grouping criteria, rather than covariates include Bayesian 

diagnostic model proposed by Kulkarniet al. (1986) and Poisson distribution as applied by 

(Martins 2011). The major issue of single- variate models is the assumption that the failure rate 

is the same for each pipe cohort. This can lead to biased predictions when large number of 

groups exists leading to shortness of data(Martins 2011). 

 

Multi-variate probabilistic models are used in predicting individual pipes rather than the 

cohorts(Kleiner and Rajani 2001). The most common and widely used approach is survival 

analysis and has been applied by researchers in predicting pipe failure for more than two 

decades (Pelletier et al. 2003). Description of survival analysis is given in the following 

subsection. 

 

A few of the break estimation models are discussed here below; 

a) Time replacement models 

Shamir and Howard (1978) developed a methodology to determine when to replace the pipes 

in a homogeneous group. Based on the pipe break data, the number of pipe breaks expected is 

given by Equation 2-1 
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( ) ( ) ( )oA t t

oC t C t e
−=  2-1 

where, ( )C t =number of breaks/km in year t , A =growth rate per year and ranges from 0.01-

0.15, o
t =base year for the analysis. The economic data were combined with break forecast to 

determine pipe replacement time. The model is easy to use and requires less data in analysis. 

However, it does not consider right censored data and physical, operational and environmental 

attributes of the data (Karaa and Marks 1990; Martins 2011) 

 

Walski and Pelliccia (1982) proposed an almost similar model to that developed by Shamir and 

Howard (1978) for pipe break prediction of homogeneous pipe groups. The model considered 

pipe previous break failures and diameter and is defined by Equation 2-2 

 

( ) ( )
1 2

b t k
C t c c ae

−=  2-2 

 

where,a=regression coefficient, b=regression coefficient/year, ( )C t =number of breaks/km in 

year t , 1
c =correction factor for previous breaks, 2

c =correction factor for pipe size andk=pipe 

installation year.  

 

b) Time linear model 

Kettler and Goulter (1985) proposed a simple linear model that establishes a relationship 

between pipe age and number of breaks. They found that the number of breaks increased with 

age. The number of breaks per year C is given by 

o
C k Age=  2-3 

 

where, o
k =regression parameter. A low coefficient of correlation of 0.562 and 0.1 for asbestos 

cement and cast iron pipes respectively was found which increased to 0.88 and 0.67 asbestos 

cement and cast iron pipes respectively when an outlier was omitted. The models is easy to use 

and requires less data but does not consider physical, operational and environmental attributes 

of the data (Kleiner and Rajani 2001) 
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c) Break clustering 

 

Goulter et al. (1993) proposed model defined by Equation 2-4 to predict the number of breaks 

as a function of time and space. 

 

( ) ,
!

x mm e
P x

x

−

= ( )
0 0

m , ,

s t

r s t dt ds= ∫ ∫  
2-4 

 

 

where, m =mean number of subsequent failures occurring in the cluster domain, x=number of 

subsequent failures, and ( ),r s t =failure rate as a function of time t  and distance s. Cross-

referencing is done to determine mean number of breaks that occur after the first break. The 

model is limited to establishing the recurrence of breaks and cannot be used in predicting the 

occurrence of the first break (Kleiner and Rajani 2001). Data required in this model is the break 

data with precise location and time of the break. 

 

d) Threshold Break Rate 

Loganathan et al. (2002) developed a model to determine when to replace or repair a pipe. The 

model implies that repairs have been done ( )1n −  times but ultimately replacement will be 

done at the thn break. Pipe replacement is done when the cost of repairing the current break 

equals or exceeds the threshold break rate given by: 

( )
1 1

ln 11

ln

th

n n

n n

R
Brk

C A
t t
n i A A

+ +

−
= =

 − + 
 

 
2-5 

 

where, th
Brk = threshold break rate, i

C =the repair cost of the thi  break, n
A =replacement cost 

at time n
t , R =discount rate , i

t =time of thi  break from installation date. The data used in the 

model are the failure history of the pipe, cost of repair and replacement, the time of installation 

of the pipe, the discounting rate. 
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2.5 Survival Analysis 

2.5.1 Overview 

 

Survival analysis incorporates the fact that while some pipes break, others do not and this 

information has a strong impact on impact of analysis (Mailhot et al. 2000). The models use 

covariates to differentiate the pipe failure distributions without splitting the failure data, thereby 

giving a better understanding of how covariates influence the failure of the pipe (Martins 2011; 

Martins et al. 2013).  

 

The ability to quantitatively and explicitly consider most of the covariates in the analyses 

makes them powerful and general in predicting the future breakage rates of water mains 

(Kleiner and Rajani 2001). Survival and hazard functions are the main fundamental elements 

in survival analysis (Røstum 2000). A brief description of them is given here below: 

2.5.1.1 Survival Function 

Survival function, S  refers to the probability of a pipe surviving beyond time t (Røstum 2000) 

and often describes time to the occurrence of an event which can either be break or censorship 

(Cox 1972).  

 

( ) ( )S t P T t= >  
2-6

 

 

where, T  is the random variable representing time-to-failure 

S  is non-decreasing function and has a value of one at the origin and zero at infinity (Røstum 

2000). When T  is a continuous random variable, the survival function is a complement of the 

cumulative density function F  given as  

 

( ) ( ) ( )1F t S t P T t= − = <  2-7 

 

2.5.1.2 Hazard Function 

 

This is the instantaneous failure rate of a pipe and is defined by: 
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( ) ( )
0

|
lim
t

P t T t t T t
h t

t∆ →

≤ < + ∆ ≥
=

∆
 

2-8 

 

where, ( )h t  is the hazard function and t∆  is a small change in time. When T is a continuous 

random variable representing time to the next failure, then 

 

( ) ( )
( )

( )ln
f t d

h t S t
S t dt

= = −   
 

2-9

 

where, ( )f t  is the probability density function (pdf). Baseline cumulative hazard can then be 

calculated from Equation 2-10 as  

 

( ) ( )
t

o

H t h t= −∫  
2-10 

 

Therefore, baseline survival function can be obtained from cumulative hazard as: 

 

( ) ( ) ( )0 exp exp

t

o

S t H t h t
 

= = −    
 

∫  
2-11 

 

Therefore, the failure time distribution of the pipes in water distribution network may be 

investigated through survival function ( )S t , or the hazard function ( )h t . 

2.5.2 Observation Time and Censoring in Survival Analysis 

 

Observation time of a pipe is the time from the beginning of study until when failure occurs or 

when the study ends-whichever comes first (Smith et al. 2003). Normally, for pipes installed 

before the study began, observation time starts of at the time of study, while for pipes installed 

later, their observation time begin during the study period. Figure 2-4 shows a simple design 

where observation time for a pipe starts at a consistent point in time ( 0
t ).  
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If the subject under study fails (event has occurred) within the observation time ( it ), then the 

subject is known as uncensored subject (indicated by solid line with round bullet in the figure 

below). However, if the event does not occur until the end of the study, then the subject is 

known as censored subject as the information is lost on the subject. This type of censoring is 

called right censored. 

 

Figure 2-4: Observation Time for a Pipe 

Left censoring occurs when the pipe has already failed by the time the study begins and no data 

were recorded (Røstum 2000). Of great interest in survival analysis is the right censored data 

(Smith et al. 2003). 

2.6 Application of Statistical Models to Water Networks 

 

Many statistical models have been applied in many water networks in the world. A brief review 

of some of the applications of Cox-PHM, WPHM and PM is presented here below. 

Andreou et al. (1987b) applied the PHM to describe the slow and fast breaking phases of pipe 

break. Data were stratified according to the number of pipe breaks with covariates such as pipe 

length, diameter, installation period, material type, soil corrosivity and land development being 

included model development. The results indicated that after the third break pipes had a 

constant break rate. The coefficients of determination (R2) for the predictive models were found 

to be 0.34 and 0.46 for pipes with more than three breaks and more than six breaks, 

respectively. The authors concluded that PHM can only best described the slow breaking phase 

while the fast breaking phase is modelled as Poisson arrivals. 
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Vanrenterghem-Raven et al. (2004) applied Cox-PHM and WPHM models to determine pipe 

ranking based prioritization and optimization techniques using 20yr data from the New York 

City. Covariates included were number of pipe breaks, diameter, length, and installation dates, 

pressure, soil type, material with stratification done basing on number of previous breaks. An 

index was developed to prioritize pipes and optimization was done by estimating the number 

of expected breaks using WPHM. 

 

Park et al. ( 2008) applied Cox-PHM in modeling hazard rates for consecutive pipe (cast iron) 

failures for a water distribution system with 94yrs of pipe data. The covariates analyzed 

included pipe material, installation time, diameter, length, land development, and pipe internal 

pressure. Pipes were categorized into seven ordered survival time groups according to 

minimum number of breaks recorded. The results indicated that the hazard rate for the first 

break increased with time while for the second and more breaks, the hazards decreased with 

time. Further, the time between a pair of consecutive breaks generally decreased as the number 

of breaks increased. Additionally, longer pipe lengths and small diameter pipes were found to 

increase the hazard of the pipes breaking but the hazards decreased as the number of breaks 

increased. 

 

Christodoulou (2010) presented a framework to determine the time-to-failure of a pipe using a 

combination of ANN, parametric and non-parametric survival analysis. The 5yr data from City 

of Limassol, Cyprus, were analyzed using Poisson and Cox-PHM regression. ANN model was 

used for sensitivity analysis and sensitive covariates were found to be number of previous 

breaks, material, diameter, traffic loading the vicinity of the pipe, pipe type (house connection 

or water main), incident type (pipe deterioration, corrosion, interference by others, tree roots, 

connection hose, other). Data stratification was done using diameter and number of previous 

breaks. Analysis from Cox-PHM revealed high hazard ratios for MDPE pipe material, pipe 

deterioration, pipes laid closer to trees, and smaller diameter pipes. Further, it was found that 

the hazard ratio increases by 20.49% with each increase in break for pipes with 4-8 breaks. 

 

Fuchs-Hanusch et al. (2012) applied Cox-PHM in pipe failure prediction and rehabilitation to 

water networks in order to describe how the system reacted on rehabilitation of specific pipes 

in three Austrian utilities. Covariates used in the study were diameter, length, number of 

previous failures, soil type, material, and vintage. The break data were stratified based on the 

number of previous breaks and the results showed that the steepness of the survival curve 
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increased with the amount of previous failures. Also, validation of the model was done using 

data from one of the cities under study and the model predicted good results. 

 

Le Gat and Eisenbeis (2000) used WPHM to calculate and forecast the water main breaks for 

water utilities (Charente-Maritime and Lausanne) with short and long-term records. Covariates 

considered for Charente-Maritime were pipe length, age, diameter, types of pipe assembling, 

soil type, level of traffic and the kind of supply, while for Lausanne, the factors considered 

included; length, diameter, age and pressure. The data were stratified according to the material 

type and the number of observed breaks. The model reproduced observed data from Charente-

Maritime but underestimated the prediction for Lausanne. The authors therefore recommended 

the use of the model for use in water networks with short data records.  

 

Mailhot et al. (2000) applied a two parameter Weibull (W) distribution and one parameter 

exponential (E) distribution to three municipalities in Canada with 21yrs of data records. The 

covariates considered for the models were pipe material, diameter, installation year, pipe 

length, soil type and land use above the pipe. Data were stratified according to the year of pipe 

installation. Four different combinations of W and E distributions were modelled with 

increasing number of parameters. The models were trained using the 21yr data and validated 

with synthetic data generated from the developed models. The authors reported a strong 

relationship between number of breaks, installation year and material type. Further, higher risk 

was associated with pipes installed in 1960s than all other periods. The authors concluded that 

after the first break, the occurrence of subsequent breaks did not vary with time therefore they 

concluded that Weibull distribution can be used to described time-to-first break while 

exponential distribution modeled the subsequent breaks. Additionally, they concluded that the 

models were appropriate for modeling water networks with less data. 

 

Toumbou et al. (2012) applied Weibull-exponential model to describe the time of breaks for a 

small city in Quebec. The Weibull model was used to describe time to first break, while the 

exponential model was used to model the subsequent breaks. Data used included number of 

pipe breaks, diameter, length, and installation dates. Comparison between the model with and 

without covariates was done and though the results were similar, the model with covariates 

predicted slightly low values. The results from the model indicated that the proposed model 

with the covariates provided a good evolution of breaks. 
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Duchesne et al. (2012) applied both Weibull and exponential distribution in a study of different 

deterioration states of a sewer system in Quebec City using camera inspection data. Data which 

included inspection data containing, diameter, age of the pipes, installation year, sewer type, 

material type were used to categorize the pipes into different states. A calibration procedure 

that captured both the left and right censored data was developed and applied. The models were 

trained using the data from pipes 50yrs or less at inspection time while data from pipes installed 

from the year 1900 were used for validation. Both models yielded almost similar results but 

the ease of working with exponential distribution led the authors recommend exponential 

distribution to be used in modeling global sewer system. Some of the model limitations include 

uncertainties in image interpretation, inability of the model to capture recently replaced pipes 

and the model cannot consider explanatory variables. 

 

Martins (2011) applied three failure prediction models which are; Weibull accelerated lifetime 

model (WAFT), single-variate Poisson process, and linear extended Yule process to a 

Portuguese urban water supply network. Data used for all the models were pipe diameter, 

material type and length number of previous failures, pipe material, and pipe age. WAFT model 

produced the best prediction results as compared to the other models and had ability to detect 

pipes with high likelihood of failure. Poisson model performed poorly in the prediction of pipe 

breaks due to the assumption of constant failure rate for all pipes in a category. Additionally, 

the results indicated no significant difference between the models when predicting pipes with 

no failure history. 

 

Rajani et al. (2012) applied Non-Homogeneous Poisson model to three sets of data from US 

and Canadian municipalities to study the effects of temperature based covariates on pipe break 

of different materials (DI, CI and galvanized steel). Data used in the study included water 

temperature and air temperature. The model was applied only to homogeneous pipe groups and 

individual water mains within the group were not addressed. Coefficient of determination (R2) 

and likelihood ratio test (LR) were used in determination of best covariates. The authors found 

that water-based covariates had significant impact on pipe break than the air-based covariates 

and the impacts of these covariates on pipe differed according to type of pipe material. 

 

Kleiner and Rajani (2010) described a Non-Homogeneous Poisson for analysis and forecasting 

of break patterns in individual water mains that includes dynamic and static factors. This model 

was named Individual water main renewal planner (I-WARP). The model was applied to data 
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from a water utility in western Canada with 40 years of pipe break data. The performance of 

the model was tested using the pipe coefficient of determination (pR2) and time coefficient of 

determination (tR2). The model predicted well the cumulative yearly breaks (tR2=0.61) but the 

prediction per pipe varied depending on the length of the data (pR2=0.43) with overestimation 

and underestimation being observed with short and long data sets respectively. 

 

Asnaashari et al. (2009) used two regression models- multiple regression model and Poisson 

model to models pipe break for the City of Sanandaj, Iran with 10years of recorded data. The 

data were categorized depending on four material types, asbestos cement (AC), cast iron (CI), 

ductile iron (DI) and polyethylene (PE). Covariates used in model development included pipe 

diameter, length, age, cover depth, pressure, pipe wall thickness, pipe location and failure 

history. Equations for these pipe materials were generated. Though satisfactory results were 

obtained from the regression model with R2 range of 0.52-0.88, analysis of the model residuals 

indicated a poor fit. Poisson models therefore provided a better fit of the data (R2 range of 0.71-

0.95) with an overall R2of 0.9 fit for the data.  

 

Boxall et al. (2007) used theory of generalized linear models and applied Poisson model in 

studying the burst rates of two material types; cast iron and asbestos cement pipes, using two 

data sets from water utilities in UK. Data used in developing the model are pipe age, length, 

diameter, and soil characteristics. The derived relationships between the burst rate and the 

covariates were explained using the parametric models and validation performed using the non-

parametric forms of developed models. The results indicated an exponential relationship 

between burst rate and diameter, reduction in failure rates as length increases and a complex 

relationship between age and failure rates. Further, no relationship was found between soil and 

burst rates. 

 

The summary of the above survival models are given in Table 2-2 while the data requirements 

are as shown in Table 2-3. 
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Table 2-2: Summary of Survival Models 

Reference Model Pipe applied Data requirements 

Andreauet. al. 

(1986a and b) 

Early stage 

h(t) = h�(t)e
�	 

Late Failure stage 

P(x) =
(λt)e
��

x!
 

Metallic pipes • Pipe length, diameter, 

installation period, material 

type, soil corrosivity and land 

development type 

Le Gat and 

Eisenbeis (2000) 

��(�) = �� + 	�� 

 

AC, steel, 

ductile iron, 

cast iron, PVC,  

• Pipelength, age of the pipe, 

pipe diameter, type of 

pipeassembling, soil type, level 

of traffic and the 

supplymethods (e.g. gravity and 

pumping) 

Pelletier et. al. 

(2003) 

First failure  

�(�) = ��(��)�
� 

Subsequent failures 

�(�) = �  

Cast iron, 

ductile iron 

and PVC 

• Pipediameter, length, type of 

material, year of installation, 

type of soil and land use above 

the soil 

Davies et al. 

(2008) 

Weibull extreme value 

distribution 

!("#) = 1 − &'�(−"# (⁄ )ɳ 

Herz distribution 

Asbestos 

cement pipes 

in Australia 

• pipe diameter, wall thickness, 

installationyear, internal 

pressure, burial depth, unit 

weight of thesurrounding soil, 

live surface load from traffic 

anddegradation rate 

Park et al. (2008) Proportional hazard model 

ℎ(�) = ℎ,(�)&
-. 

Cast iron • pipe material, installation time, 

diameter, length, land 

development, and pipe internal 

pressure 

Rogers and Grigg 

(2009) and Park et 

al. (2007) 

Non-Homogenous Poisson 

process (NHPP) 

/(�) = ��0 

Cast iron, 

ductile iron, 

PVC 

• pipe material, diameter, pipe 

break type, soil type, pipe 

installation date 

Martins (2011) 
1(') =

(��)&
23

'!
 

 

��(�) = �� + 	�� 

 

Linear extended YULE 

(YELP) 

AC, PVC, 

ductile iron, 

and HDPE 

• For Poisson: pipe diameter, 

material type and length 

 

• For Weibull: pipe length, 

diameter and number of 

previous failures 

 

• For YELP: Pipe material, 

length, diameter, pipe age and 

number of previous failures 
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Table 2-3: Summary of statistical model applications to water networks 

Model Authors 

Covariates considered 

Prediction type 

Physical  Environmenta

l 

Operation

al 

 Cox-PHM Fuchs-Hanusch et al. 

(2012) 

D, L, M, A S PF Break prediction  

Weibull 

Exponential 

model 

Toumbou et al. (2012) D, L   Break prediction 

Weibull 

Exponential 

model 

Duchesne et al. (2012) D, M, IY   State of sewer 

deterioration  

NHPP Rajani et al. (2012)  wTm, aTm  Break prediction 

SVPP Martins (2011) D, L, M, IY  PF  

Cox-PHM, 

Poisson 

Christodoulou (2010) M, D TL PF, IT Break prediction 

NHPP (I-

WARP) 

Kleiner and Rajani (2010) D, L, M Tm, Pr  Break prediction 

Poisson and 

Multiple 

regression 

Asnaashari et al. (2009) D, L, A, M, H, 

W 

PL P, PF Break prediction 

Cox-PHM Park et al.( 2008) M, IY, D, L LD P  

Poison  Boxall et al. (2007) D, L, M, IY S   

Cox-PHM 

and WPHM 

Vanrenterghem-Raven et 

al. (2004) 

D, L, IY S P, PF Pipe replacement 

Weibull and 

Exponential 

Mailhot et al. (2000) M, IY, L  S, LD  Weibull-1st break 

prediction, 

Exponential-

subsequent 

breaks 

WPHM Le Gat and Eisenbeis 

(2000) 

L, A, D, As, 

SL 

S, TL P Break prediction 

Cox-PHM Karaa and Marks (1990) L, D, IY, M  SC, LD  Probability of 

failure 

Cox-PHM Andreou et al. (1987b) L, D, IY, M  SC, LD  Probability of 

failure 

D=diameter, L=length, M=material, S=soil type, SC=soil corossivity, LD=land development, 

IY=installation year, A=age, P=water pressure, SL=supply level, TL=level of traffic, 

PF=previous failure, Tm=temperature, Pr=precipitation, wTm=water temperature, aTm=air 
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temperature, IT=incident type, PL=pipe location, W=wall thickness, H=depth, As=assembling 

type, NHPP= non-homogeneous Poisson process and SVPP= single-variate Poisson process. 
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Chapter	3	

3 Statistical Models 

This section presents an overview of survival analysis, and then a review of Cox-Proportional 

Hazard Model (Cox-PHM), Weibull Proportional Hazard Model (WPHM) and PM. 

3.1.1 Cox-Proportional Hazard Model (Cox-PHM) 

Cox-Proportional Hazard Model (Cox-PHM) was developed by (Cox 1972) in order to 

examine the effects of different covariates on the time-to-failure of a system and is of the form: 

( ) ( ) ( )0| exph t z h t zβ=  3-1 

where ( )|h t z is the hazard function, t  is the elapsed time from the last failure,
1 2, , ..., qz z z z =    

is the covariates vector, 
1 2, ,..., qβ β β β =    is the vector of coefficients, and ( )0h t  is the 

baseline hazard function. The ( )0h t  represents aging process that goes on without the 

influence of covariates (Andreou et al. 1987a). 

 

The basic assumptions made on this model are (Andreou 1986; Karaa and Marks 1990):  

i) Explanatory variables have multiplicative effect on the break rate; and,  

ii) Log-linear relation between the break rate and the break causing factors. 

 

The distinctive characteristics of the model include (Andreou 1986; Karaa 1984; Karaa and 

Marks 1990): 

(i) It gives probability of failure for each individual pipe   

(ii) Utilizes effectively the information obtained from censored data 

(iii)Pipes can be grouped and modelled according to the cause of breaks factors, and as a 

result failure trends amongst pipe groups are easily identifiable. 

 

The assumption of multiplicative effect of the covariates on the baseline hazard rate imply that 

the ratio of two hazard rates observed at any time t  with set of covariates 1
z  and 2

z  should be 

constant and proportional (Equation 3-2) to each other (Kumar and Klefsjö 1994).  
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That is  

( )
( )

( ) ( )
( ) ( )

( )1 0 1

1 2

2 0 2

| exp
exp

| exp

h t z h t z
z z

h t z h t z

β
β

β
= = −  

3-2 

The survival function S , is given by: 

( ) ( ) ( )exp
| z

z

oS t S t
β

=  3-3 

where, the baseline survivor function ( )oS t  is given as given in Equation 3-3 , 

3.1.1.1 Estimation of Cox PHM regression parameters 

 

Coefficients 
0 1 q

 β = β ,β ,...,β  , are obtained by maximizing partial likelihood estimate, pL  

function. 

 

Let time i
t , 1, 2, ...,i n=  represents time-to-failure for the thi  subject for n pipes and let ( )itR  

be the risk set of all pipes, kat time t . If i
δ  represents an event indicator at each failure point 

at time i
t , where i

δ =1 when event has occurred, otherwise 0
i

δ = , and subject thi  has a vector 

of covariates
0 1, qz z z z = ,...,  , then the partial likelihood estimate pL of

0 1 q
 β = β ,β ,...,β  is 

(Kumar and Klefsjö 1994): 

 

1

( )

exp( )
( )

exp( )

i

i

n
i

p

i i

k R t

z
L

z

δ

=
∈

 
β 

β =  β  

∏ ∑
 

3-4 

 

This procedure is undertaken using coxph function in R software (Team 2013). 
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3.1.1.2 Baseline hazard estimation 

 

The baseline hazard function captures the effects of time on the survival process, and it is to be 

estimated in order to use the Cox-PHM for failure prediction and evaluating the effects of aging 

on the pipe (Røstum 2000). It represents the hazard rate that a pipe would experience if the 

effects of covariates are equal to zero (Kumar and Klefsjö 1994). 

 

In this thesis, the baseline hazard function is approximated by curve smoothing techniques such 

as linear and non-linear least squares (nls) relations (Rossiter 2009). Linear relations technique 

is used to fit relations that are thought to be linear using ordinary linear squares (OLS) to 

minimize the sum of squares of the residuals while the nls technique is used to fit equations 

that cannot be linearized (Rossiter 2009). The baseline hazard estimation involves plotting the 

baseline hazard curve using Equation 3-5 and using the linear and nls techniques, a fit of the 

curve is approximated and any competing equations can be determined using analysis of 

variance (ANOVA). 

 

[ ]( ) ln ( )
o

H t S t= −  3-5 

 

The assumptions made on this proposed methodology are; i) fitted equation will result in less 

fitting noise (Rossiter 2009); and, ii) the representative equation will apply to the future failure 

rates(Kleiner and Rajani 2001). 

3.1.1.3 Proportional Hazard Assumption (PHA) checking 

 

The main assumption of the PHM is the proportionality of the hazards of any two individuals 

i.e. the hazard ratios is constant over time (Qi 2009). The methods used to verify that the model 

satisfies PHA assumption are discussed here below: 

3.1.1.3.1 Graphical	method	

 

The PHA holds if two plotted curves are parallel and implies the hazards are constant and 

proportional (Kumar et al. 1992). This test is performed by plotting the log-minus log survival 

function of the function (Andreou 1986) given by Equation 3-6 
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( ) ( )
1

ln lnS | ln ln
q

o

i

t z z S tβ
=

− = + −      ∑  
3-6 

 

If the curves are not parallel, then the PHA is deemed to have been violated. In his thesis, (Qi 

2009) reported that graphical method is not suitable for determining proportionality of the PHM 

if the model has a categorical covariate with several levels.  

3.1.1.3.2 Schoenfeld	Residuals	

 

After fitting the model, it is vital to check the residuals of the fitted model. For each covariate 

in the model, Schoenfeld residuals U , are defined for every subject with an event (Abeysekera 

and Sooriyarachchi 2009). This is given by 

 

( ) ( ) ( )i i i i iU t Z t Z t= −  3-7 

 

where, i
Z  is the observed covariate and iZ  is the weighted average of the covariate over the 

risk time i
t . 

 

It is expected that, if the model satisfy the PHA, the effects of covariates should be constant 

over time (Abeysekera and Sooriyarachchi 2009). Therefore, a plot of the residuals should be 

clustered around zero, otherwise the PHA is deemed to have been violated (Kumar and Klefsjö 

1994). 

3.1.1.4 Stratification of the PHM 

 

Stratification is done only on the covariates that do not comply with PHA, and it involves fitting 

a model that has a different baseline function in each stratum. The model is given by  

( ) ( ) ( )| expg ogh t z h t zβ=  3-8 

 

where, g represents stratum and β  and z  are as defined in the preceding sections. 
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The drawback of this method is that the effect of the covariate used in stratification on the 

failure of the pipe cannot be determined (Kumar and Klefsjö 1994). 

3.1.1.5 Failure prediction 

 

Failure prediction of the Cox-PHM involves estimation of the baseline hazard function using 

the methodology presented in Section 3.1.1.2. The resulting equation is fitted to Equation 3-3 

and failure probabilities of each survival time (Jenkins 2005; Zhang 2005) are generated for 

each individual pipe in the data set. The sum of all the probabilities of each survival time gives 

the sum of the breaks for that survival time (Toumbou et al. 2012).  

3.1.2 Weibull Proportional Hazard Model (WPHM) 

 

This is a parametric versions of Cox-PHM but the difference is that the baseline function is 

assumed to follow a specific distribution when the model is fitted with data (Qi 2009). It models 

the distribution of times to failure and to link the explanatory variables to these inter-arrival 

times (Le Gat and Eisenbeis 2000) rather than modelling the number of failures. In Weibull 

Proportional Hazard Model WPHM, a set of vector of covariates 
0 1, qz z z z = ,...,   and error 

term W , is assumed to be linearly related to logarithm of time, T  via a linear model (Le Gat 

and Eisenbeis 2000) given by Equation 3-9 

log T W z= σ − β  3-9 

 

where, 
γ

β =
σ

 with
0 1 q

 γ = γ , γ , ..., γ  and σ being is intercept and shape parameters 

respectively. The hazard rate increases when 1σ >  and decreases when 1σ < . When 1σ = , 

the hazard rate remains constant and therefore, the model becomes exponential proportional 

hazard model which is a special case of WPHM. 

 

If Equation 3-9 follows extreme value distribution (Le Gat and Eisenbeis 2000), then survival 

function S  is given by Equation 3-10 

( )
1

( | , ) exp expS t t zσ
 

γ σ = − − β 
 

 
3-10 



35 

 

The Weibull proportional hazard model follows the basic assumptions of the PHA and thus the 

ratio of two covariates should be proportional if the model is valid (Kumar and Klefsjö 1994). 

Therefore, the same principles as discussed for Cox-PHM are applicable.  

3.1.2.1 Estimation of regression parameters in Weibull PHM 

 

The regression parameters σ , and β  are estimated using maximum likelihood 

estimator(MLE).  

 

Consider a Weibull distribution with density ( )f t , survivor ( )S t  and hazard functions ( )h t  and 

parameters σ  and β, the likelihood contribution of the pipe failing at time it is given by its 

density written as the product of the hazard and the survivor function. If i
δ  is the death 

indicator where 1
i

δ =  if pipe fails otherwise, 0
i

δ =  and if the failures are independent then the 

contribution of m  failures (Crowther and Lambert 2013) is  

 

[ ] ( ) ( )0

1

log ( | , ) log ( | exp log ( | )
m

i i i i o i

i

f t h t z z S t
=

β σ = δ σ) + δ β + β σ∏  
3-11 

 

where, 0
( )

i
h t and ( )

o i
S t is baseline hazard and baseline survival function for the WPHM, 

respectively.  

 

In the R software, the MLE values are obtained by maximizing the logarithm Equation 3-11 

using survreg function (Team 2013). 

3.1.2.2 Failure prediction 

 

By representing Equation 3-10 as a function of time, random failure times were generated for 

all the pipes using Equation 3-12, and then the failure times within the prediction time are then 

calculated for each pipe and recorded by applying methodology developed by Le Gat and 

Eisenbeis (2000).  
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1
ln exp

z
t

S

σ
 −γ    =     σ    

 
3-12 

 

This process is done 1000 time and therefore the number of failures is the mean of the simulated 

failures (Le Gat and Eisenbeis 2000) 

3.1.3 Poisson process 

 

Poisson Model (PM) is used to count the number of failures ( )N t  of repairable systems within 

a time interval ( ]0, t (Røstum 2000). Poisson process is said to be a counting process

( ){ }, 0N t t ≥  if ( )N t satisfies the following conditions (Røstum 2000) 

1. ( ) 0N t >  

2. ( )N t  is an integer 

3. If 1 2
t t<  then 1 2

( ) ( )N t N t≤  

4. For 1 2
t t< , [ ]2 1( ) ( )N t N t−  represent the number of failures that have occurred in the 

time interval 1 2
[ , ]t t  

 

It follows that if the number of random events ( )N t  is Poisson distributed (Greene 2003) then 

{ ( ) }
!

t ne t
P N t n

n

−π (β )
= =  

3-13 

 

where { ( ) }P N t n=  is probability of occurrence of n failures for 1, 2...,n =  and β is the 

coefficients of covariates which for Poisson represents the rate of Poisson process.  

3.1.3.1 Parameter Estimation 

 

The β is estimated using the Maximum Likelihood Estimator (MLE) (Greene 2003). Consider 

pipe i  with number of failures i
n  for 1, 2...i m= , occurring during the observation time i

t . The 

MLE, L  is then given by 
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1

( , )
!

i it nm
i

i i

e t
L t n

n

−β

=

(β )
β | = ∏  

3-14 

 

where, 1,2...,
i
t m= . 

 

This procedure is undertaken in R software(Team 2013). 

3.1.3.2 Prediction of Failures 

 

The estimated failure rate is assumed to be the same for all the pipes in a stratum. Using 

estimateβ̂ of β, the number of failures can be obtained using Equation 3-15 by calculating the 

expected value [ ( )]
i

E N t  for a given pipe in a given time period (Martins et al. 2013).  

 

ˆ[ ( )]iE N t t= β  3-15 

3.2 Model Development 

 

The procedure followed in model development is depicted in Figure 3-1. The details of each 

step are provided in the subsections below: 

 

Figure 3-1: Schematization of model development 

Input processing

Covariate Selection

Model Training and 

Validation

Model Evaluation

Is the performance 

satisfactory?

End

YES

NO

`
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3.2.1 Input Processing 

3.2.1.1 Pipe Data 

 

Data was divided into three main categories according to material type giving rise to Cast Iron 

(CI) (both thin-wall and thick-wall), Ductile Iron (DI) that combine both unwrapped and 

wrapped DI and YDI), and PVC strata. The basis of this stratification is that each material type 

exhibits different break pattern e.g. temperature will not act in the same way in DI and PVC. 

For each defined strata except for PVC, two strata were defined according to the number of 

previous breaks (PRB); one with no PRB and the other with more than one PRB. For PVC 

strata, the full data set are used. Similar stratification has been applied by Le Gat and Eisenbeis 

(2000). The above stratification was applied in break prediction 

 

Further, for estimation of Mean Time to Failure (MTF) of pipe materials, pipes were stratified 

according to PRB where a total of seven ordered strata were obtained. The seventh group 

contains all pipes with seven and more breaks 

3.2.1.2 Weather data 

 

Weather data such as temperature and precipitation used in this study was acquired the 

Environment Canada (Environment Canada 2013). Data from Calgary International Airport 

weather station was used as this station was within the study area and had the longest record 

panning to 1894. The summary of the weather data of how weather data are applied in this 

thesis is presented in the subsections below: 

3.2.1.2.1 Freezing Index 

 

The number of breaks has been observed to increase whenever there is an increase or a decrease 

in the temperature. In continental climates, most of the breaks are observed to occur in winter 

(Hu and Hubble 2007; Kleiner and Rajani 2000, 2002), while in temperate climates, most of 

the breaks occur during summer (Mordak and Wheeler 1988). Temperature was applied as 

Freezing Index (FI) which is the cumulative number of days below 0 degrees during a given 

period (Kleiner and Rajani 2002) given as 
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p

p i

i DD

FI X
∈

= φ −∑  3-16 

 

 

where, pFI  is the freezing index for day 4, pDD is all the days below the threshold temperature 

φ and X  is the daily temperature for day i   

3.2.1.2.2 Rain	deficit	(RD)	

 

The interaction between expansive soil and precipitation results in soil movement (Gould et al. 

2009; Mordak and Wheeler 1988) that leads to transmission of loads (Hu and Vu 2006)to the 

pipes thereby causing circumferential failure type (Rajani et al. 1996). Rain deficit was selected 

to quantify the depletion of soil moisture in the ground. Evapotranspiration was used as a 

surrogate of water loss in the ground and was calculated using Thornthwaite (1948) method. 

The difference between precipitation P  and evapotranspiration (Markovic et al. 2012) gives 

the rainfall deficit. Negative values indicate a precipitation deficit while positive values 

indicate surplus of precipitation. The Thornthwaite equation is given as (Thornthwaite 1948) 

 

( )1.6 10 /
a

e T I=  3-17 

 

where, e is the monthly evapotranspiration in cm, T  is mean monthly temperature, oC, I  is a 

constant representing heat index and ranges from 0-160, a is a constant ranging from 0-4.25 

and is a function of I .Therefore, RD  is given as (Markovic et al. 2012) 

 

RD P e= −  3-18 

3.2.2 Model Variable Selection 

 

Although there are several methods for variable selection, the common is the use of stepwise 

selection method (Gupta 2013). This method involves addition of the best covariate step-at-a-

time into the model from those that are currently excluded from the model (Demyanov et al. 

2012). Example of the method is Akaike’s Information Creterion (AIC) developed by Akaike 

(1973) and is defined by Equation 3-19 

 



40 

 

( )2 logAIC likelihood kp= − +  3-19 

 

where, p is the number of parameters in the model, k is 2.The log-likelihood indicates the 

overall fit of the model with the smaller likelihood values indicate the worst fit and lower AIC 

values indicate the best variable or model. The �� term penalizes variables and the overly 

complex models (Demyanov et al. 2012). This methodology is applied in selecting the variables 

to be included in model development. 

3.2.3 Model Training and Validation 

 

Model training is the use of numerical techniques to fit the available data into the model in 

order to obtain the model coefficients that accurately fit the data and to question the inclusion 

of some variables in the fitted model is justified (Jones 1983). 

 

Model validation is an essential part of model building and refers to the stability of the 

regression coefficients, usability of the regression function and the ability to generate 

inferences drawn from regression analysis (Gupta 2013). This step is important in checking the 

model performance before being used in the decision making (Gupta 2013).  

 

To train and validate the models, data are split into two parts (training and test sets) where the 

model is trained using the training set and validated from the test set. Some of the methods 

used in data splitting include random sampling, temporal techniques, k-fold sampling technique 

(Betrie et al. 2013; Martins 2011; Richardson et al. 1995). In this study, random sampling was 

employed and because of large data sets, two-thirds of the data was used in model training 

while a third was used in model testing. Dividing the data into training and test sets using 

random sampling method makes it very unlikely that the division is engineered to favour any 

one model class (Richardson et al. 1995).  

3.2.4 Model Evaluation 

 

Evaluation of the model helps in assessing the overall match between observed and predicted 

values for each of the models studied (Betrie et al. 2013). The techniques that will be applied 

when evaluating the models are the Root Mean Square Error (RMSE), Mean Absolute Error 
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(MAE), Root Relative Squared Error (RRSE) and Relative Absolute Error (RAE). These 

techniques are given by the following equations. 

 

( )2

1

n

i

O P

RMSE
n

=

−
=

∑
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where, O  is the observed value, P  the predicted value P  is the mean of the predicted value 

and n is the number of the observed values. 
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Chapter	4	

4 Results and Modelling Approach 

This section presents the description of the study area and descriptive statistics to give insight 

into the impact of different covariates on the structural deterioration of the pipes for the city of 

Calgary Water Network 

4.1 Study Area Description 

A case study was conducted for the City of Calgary Water Distribution Network (CCWN) 

which is shown in Figure 4-1.  

 

Figure 4-1: Water distribution system of the City of Calgary 
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The City of Calgary is located in Alberta, Canada and had a population of 1,149,552 people (in 

year 2013, Census 2013). It is located at approximately 1048m above the sea level and has a 

humid continental climate (Peel et al. 2007).  

4.1.1 Weather Data 

 

Weather data such as temperature and precipitation used in this study was acquired from 

Environment Canada (Environment Canada 2013) (Appendix A-1). Data from the Calgary 

International Airport weather station were used since it resides in the city and has over 100 

years of recorded data. The following subsections describes the temperature and precipitation 

for the City of Calgary. 

 

4.1.1.1 Temperature  

 

Figure 4-2 presents the monthly temperature for the city of Calgary from the year 1956-2012. 

The time period for this data has been chosen to coincide with the time when recording of pipe 

breaks began. Additionally, monthly data records were used because the records of pipe breaks 

are in monthly format.  

 

From the figure, temperature pattern varies from season to season with high and low 

temperatures being observed in summer and winter, respectively.  

 

Figure 4-2: Monthly temperature pattern for the City of Calgary 

 

The temperature trend follows a cyclic nature with the lowest temperature being observed 

during the winter period and the highest temperatures being in summer. The lowest temperature 

that has been observed in the city is -24.6 oC, whereas the highest is 19.6 oC with an overall 
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average of 4.0 oC. In winter period, the city has an average of -3.7 oC while in summer the 

average is 11.7 oC. The coldest month in the city is January with an average temperature of -

9.1 oC. Further the above figure reveals that the lowest temperature ever recorded was below -

20 oC and was recorded in late 1960’s. According to Environment Canada (2013), average 

daytime high temperature ranges from 26oC in July to -3oC in mid-January.  

4.1.1.2 Precipitation  

Figure 4-3 presents precipitation pattern for the city of Calgary. From the figure, it can be seen 

that the precipitation pattern of the city is of a cyclic with most of the precipitation being 

observed in summer period especially in the month of June. The city receives annual 

precipitation of 412.6mm with 320.6mm occurring as rain (Environment Canada 2013).  

 

Figure 4-3: Monthly precipitation for the City of Calgary 

The lowest, highest, and average precipitation that has been received in the city is 0 mm, 248 

mm, and 33 mm, respectively. Moreover, it can be seen that there exist highs in the precipitation 

trend for the city. It seems that after a period of time, high rainfall is experienced in the city. 

However, the data suggest that each year the city receives high rainfall which is recorded in the 

month of June. The highest precipitation over the years was recorded in 2007. 

4.2 Data Preparation for Modelling  

This section describes the procedure applied in preparing the pipe data and the climatic 

information for analyses in this thesis. Methodology of data extraction and cleaning is therefore 

described in the following sections 
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4.2.1 Data Extraction  

 

The City of Calgary Water Network has been storing their pipe data information in Geographic 

Information Systems (GIS) software. The utility stored the data in three main files namely; 

Water Pipes Current (WPC), Valve Circuit (VCIRC) and Water Main Breaks (WMB) files. 

The WPC has information on the current pipes that are currently in service while VCIRC 

contains information all pipes in the system both replaced and those still in service. Data 

contained in these files include Length of pipe material, year of installation of the pipes, year 

of retrofitting of pipes, type of pipe material, soil resistivity, count of resistivity reading, 

number of residential units served, number of commercial services served, diameter of pipe 

and total breaks on the pipes. However, the WPC contained more information on the location 

of the pipe with the type of soil the pipe is laid on. 

On the other hand, information contained in the WMB file included: the break-type, break-

data, active and non-active pipes in the city, type of pipe material, pipe diameter, age of pipe 

at the time of break, cause of break, sequence of break, distance between breaks on the same 

pipe, number of commercial units and residential units served by the pipe. 

To access these three files, GIS (Geographic Information System) software was used where 

they were exported to Microsoft Access Database files where they were converted to tables. 

The Primary key linking these files were identified, however, there was no primary link 

between WPC file and WMB file. Therefore, the VCIRC file and WMB file were linked 

together to form one single pipe data file.  

Further, the monthly climatic data comprising of mean monthly temperature and monthly 

rainfall data were downloaded from Environment Canada (2013). The monthly time scale was 

chosen since the format of recording break data was for a long period of time was done on a 

monthly basis. The key assumption to this is that the monthly record will significantly represent 

the weather pattern for the whole month. The limitation to this time scale is that the weather 

pattern within the month cannot be captured entirely by one monthly value. There could be 

cases where temperature could be very low or high where many breaks could have occurred as 

a result of this variability. By assuming the mean monthly temperature, these special cases will 

not be entirely captured and will then be masked in the monthly average. Thereby, this time 

scale might not truly represent the true information regarding the impact of the climatic 

parameters on the breaking trend of the pipes. 
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Nonetheless, temperature parameter was applied as Freezing Index following the methodology 

given in Section 3.2.1.2.1 of this thesis. Also, the rainfall parameter was applied as the Rainfall 

Deficit following the methodology described in Section 3.2.1.2.2 of this thesis. These data files 

were linked together with the pipe data information using the date when break occurred to the 

pipe and the monthly record of the climatic data. The choice of the date when break occurred 

as a link between the pipe data and climatic variables is to ascertain the influence of these 

variables in the pipe failure. It is assumed that these climatic variables have an important role 

in the breaks of these pipes. 

The file was then exported to Microsoft Excel Spreadsheet for further processing. The 

procedure for extracting these files is described in the Figure 4-4. 

 

Figure 4-4: Data Extraction Flowchart 

4.2.2 Data Cleaning 

 

While cleaning the files before performing statistical analysis in R Software, some 

redundancies were noted. Noted from the data was the case of redundancy where multiple 

failures occurring on a single pipe on the same day were recorded. A sample of the affected 

pipes are given in the highlighted pipes shown in Figure 4-5.  

It is very difficult to have the same pipe failing twice or more in one day except if the failures 

occur in two different locations and all these breaks are recorded. Further, since records of pipe 
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break data before the year 2000 involved recording monthly records, the option of multiple 

records happening on one pipe in a month does not hold. For the records of pipe after the year 

2000, records give the date and month of occurrence, but there is no record of the exact location 

of occurrence; therefore, it is still difficult to note two failures in one pipe in a day. 

Therefore, these redundancies were removed, which then allows the pipe to have only one 

record in a day, for the case of records with day, month and year of the break while those with 

only the month and year, only one break was kept for each month. 

 

Figure 4-5: Multiple break records of a single pipe occurring in one day 

 

Another common case of redundancy noted in the data is the existence of different lengths, 

diameters, installation year and material type for the pipe data recorded. The snapshot of these 

redundancies is given in Figure 4-6.  

As can be seen in this figure, there exist two different diameters for some pipes. For example, 

for the case of pipe N7001 (with the font red in the figure), the record gives a diameter of 

500mm under the heading DIAM_1 and diameter 600mm under the heading D2. Similarly, the 
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material for this pipe also is conflicting. Further as can be seen, two materials types namely 

concrete and CI is recorded for the pipe. 

Further cases of different installation years for the pipes were noted. For example, the case of 

pipe no A5704-03 among others. Other special cases included a record of a break occurring 

even before the pipe was installed in the ground. For example, a pipe had broken in, say 2000 

was recorded to have been installed in, say 2004. 

All these cases may point to the fact that may be there were replacements made on the pipe and 

therefore, the records of the pipe was not deleted from the system. 

 

 

Figure 4-6: Conflicting records of lengths, diameters, installation year and material type for 

one pipe 

 

Since redundancies that appear in Figure 4-6 affected most of the pipes, each of the record that 

had the full information on the pipe were only considered for analyses e.g. Year_1 was 

considered as it had no missing entries, therefore information fromY2 was disregarded. 
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After cleaning of the data, the pipe data were divided into three main groups according to the 

type of material giving rise to PVC, Ductile Iron, and Cast Iron pipe strata. Further subdivisions 

were done on the metallic pipes i.e. DI and CI where DI was divided into wrapped and 

unwrapped DI, and yellow jacketed DI commonly known as YDI. Further, CI was divided into 

thick CI (CI_TK) and thin CI (CI_TN) sub strata. 

After processing of data, the file was converted to text file (.txt) for use in statistical analysis 

using R software. 

4.3 Pipe Data Analysis 

 

The water distribution network (in year 2012) consisted of 4,281km length of pipe with a total 

of 31,662 individual pipes. Systematic recording of the data on pipe breaks began in 1956 and 

the database contains 13,692 individual pipe breaks. 

Presentation of the results of the pipe data for the CCWN follows the categorization of the pipe 

according to pipe materials as described in Section 3.2.1. This method was applied so as to 

appreciate the pertinent issues that affects each pipe material.  

 

4.3.1 Distribution of Pipe Materials for the CCWN 

CCWN has a variety of pipe materials that are installed all over their network that includes all 

Ductile Iron (DI_A) pipes (Yellow Jacketed Ductile Iron, and wrapped and unwrapped ductile 

Iron), Cast Iron (CI) pipes, steel pipes, Asbestos Cement (AC) pipes, and PVC pipes. However, 

steel pipes and the AC pipes, though in existence, are very few in the system and therefore, 

they are excluded from further analysis in this thesis.  

 

Figure 4-7 depicts the proportion of pipe materials for the CCWN. It comprises of 11% Thick-

Wall Cast Iron (CI_TK), 9.5% Thin-Wall Cast Iron (CI_TN), 10.8% Ductile Iron (DI), 14.5% 

Yellow-Jacketed Ductile iron (YDI), and 54% plastic (PVC) pipes.  
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Figure 4-7: Proportion of pipe material for CCWN 

 

CI_TN represents the mains installed from the year 1955 and after with a wall thickness of 10 

mm and 12.5 mm for the 150 mm and 200 mm diameters, respectively (Brander and Ng 2000). 

On the other hand, CI_TK represents main material that was installed from the year 1954 and 

before and were 20% thicker than CI_TN (Brander and Ng 2000). YDI is known only in 

Canada and a 40 mm high-density polyethylene strongly bonded to the pipe representing main 

materials that are well protected against corrosion both with coatings and anode protection 

(Brander 2001). 

 

Conversely, DI is main material that represents wrapped and unwrapped pipes, and there are 

various DI poly wrappings that protect the pipe from corrosion (Brander 2001). These 

wrappings include coatings composed of polythene wrap, zinc galvanization, thermoset 

coatings, and thermoplastic coatings, and cathodic protection (impressed current, and galvanic 

anodes) (Rajani and Kleiner 2003). From Figure 4-7, it is clear that the CCWN is tending 

towards rehabilitating their whole metallic system with non-metallic pipes. This can be seen 

from the proportion of the non-metallic pipe that has increased significantly since its inception 

in 1970’s and has become the single largest component of the system as well as the most 

favoured material for pipe replacement (Brander 2001, 2004).  
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4.3.2 Pipe Laying for CCWN 

Figure 4-8 presents the number of different pipes installed during different pipe installation 

periods. It can be observed that pipe materials usage in the city has since changed from metallic 

to PVC pipe over the years. Different pipe laying periods depict the ages of pipes, peculiarities 

associated with manufacturing and installation techniques, and types of material used (Makar 

et al., 2001). 

 

 

Figure 4-8: Pipe laying in different Pipe Manufacturing Periods 

 

The first pipes installed in the network were the thick-walled CI pipes made by pit cast process 

and were later replaced by thin-wall CI made by spun cast process (Brander and Ng 2000; 

Brander 2001). It can be seen that the DI pipes became operational late 1960’s. Literature 

material states that these pipes were manufactured when it was realized that the CI pipe was 

experiencing rapid breaks (Makar et al., 2001). It is further stated that the CI pipe, a brittle 

metal in nature, can record as high as 300breaks in a year (Makar et al., 2001). To reverse this 

trend, DI pipe was introduced which was made of low phosphorous and sulphur with 

magnesium added and spun cast manufacturing process used so as to increase its strength 
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(Rajani and Kleiner 2003). However, it was later realized this pipe material breaks at high rate 

that can compare to the breaks from the CI pipe (Rajani and Kleiner 2003) which is as a result 

of its thinner wall thickness.  

 

The upsurge of breaks from the DI pipes in the 70’s due to corrosion related breaks when the 

pipe was between 7 and 10years old (Brander 2001) led to the introduction of YDI pipes, 

commonly known as the Yellow Jacketed Ductile Iron Pipe. As noted in the preceding sections, 

the YDI pipe is a heavily coated pipe with a 40-mm high-density polyethylene that is strongly 

bonded to the pipe. The YDI pipe is protected against corrosion by coatings (using cement 

lining, wrapping and oil painting) (Plate 4-1 (a)) and anode protection (Plate 4-1 (b)).  

 

  

a b 

Plate 4-1: Cement Lining (a) and Anode Protection (b) for the YDI Pipe 

 

The cathodic protection shown in figure (b) above necessitates placing of anodes after every 

100m length of pipe laid and electrically bonding the connected pipes. As a result it provides 

service for about 20years before anode replacement is made (Brander 2004). The placement of 

anodes and critical avoidance of scratches on the pipe coating mean a costly exercise in laying 

these pipes. 

 

The use of the PVC pipes to replace mains started in late 1970’s and peaked towards the end 

of 1990’s and since then the replacement program has been on the decrease. The shift was 

made because the city was still having corrosion problems caused by the heterogeneity of the 

soils of city of Calgary especially in the corrosive soils (resistivity less than 2000ohm-cm). 

 



53 

 

4.3.3 Break Rates for Different Pipe Materials 

This section presents the break patterns for the pipe materials in the CCWN. Discussion of CI, 

DI, PVC pipes and the overall pattern for the city is presented in the following sub-sections 

4.3.3.1 Cast Iron Pipe 

Figure 4-9 presents the yearly break rate for the CI material type for the City of Calgary water 

networks system. The number of breaks experienced by this material increased significantly 

over a period of about 20years. The breaks for the material was normalized over the length of 

the pipe. As can be seen in the figure below, the breaks from this material peaked at about 

35breaks/100km in 1985. In 1980’s, it is observed that the rate of breaks was over 

20breaks/100km. Similarly, most of the breaks were observed to be in the range of 15 and 20 

breaks/100km during the 1970’s and post 1985.  

 

However in the post 1985era, it can be seen that there has been a reduction in the number of 

breaks observed for this pipe material. From late 1970’s, the city began a massive replacement 

program that targeted metallic water mains prone to failure. Over this period several lengths of 

the CI pipes were pulled out of the system mainly in areas with highly corrosive soil and 

replaced by the PVC pipe material (Brander and Ng 2000; Brander 2001, 2004). The 

significance of this replacement program can be seen from Figure 4-9 where low breaks were 

observed.  

 

Figure 4-9: Annual break rate for CI pipe material 



54 

 

 

With the passage of time, and in the late 1990’s to date, the breaks from this pipe has been 

steadily increasing. This resurgence of breaks for the CI pipe material is thought to be as a 

result of the aging pipe. It should be noted that the some of the pipes were laid in the early 

1910’s and the installation of this pipe material ended in 1960’s. This finding may seem to 

point to the contribution of pipe age to failure of pipe at its final periods of its life as found by 

Harris and Radlinski (2013); Mordak and Wheeler (1988); White (1985). However, as can be 

seen from the figure below, CI pipe experienced many breaks at ‘young’ pipe age. Therefore, 

there seems to be a nonlinear relationship between age of the pipe and its break rate. This 

finding is seem to be in agreement with the findings by Andreou (1986); Boxall et al. (2007); 

Gowlter and Kazemi (1989); O’Day (1982). 

 

Generally, the rapid breaks observed for CI material is thought to be due to the thinner pipe 

wall thickness and low material strength as compared to other pipe materials. The pipe was 

designed to only withstand internal water pressure and crushing forces (Makar et al. 2001) with 

the latter forces assumed to be only from the loading above the pipe. It has however been found 

that ground movement due to expansive soils and frost loading may also cause this loading. 

This omission of loading forces in the design of the CI pipe may be the cause for high failure 

rate observed in this pipe. 

 

4.3.3.2 All Ductile Iron Pipes 

 

Figure 4-10 presents the breaks rate of the for the All Ductile Iron pipe (DI_A) for the City of 

Calgary. As can be seen from the figure, the number of breaks for this pipe increased 

considerably over a period of less than 20years. As in the case of CI pipe, the breaks of this 

pipe material was normalized over its length.  

 

As can be seen from the figure, the break rate for the pipe began considerably at a low rate for 

about 8years, then increased significantly over a period of 10yrs and peaked at about 

30breaks/100km in the year 1985. Between the year 1980 and 1985, the break rate for the pipe 

material was between 15breaks/100km and 20 breaks/100km. These years represent the time 

when most of the breaks in the city was observed for this pipe material. On average, most of 

the breaks observed for this pipe has been around 15breaks/100km. As noted in the Figure 
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4-10, there is sharp increase in the number of breaks for this pipe in the early 1980’s up to mid-

1980. This increase was deemed to have been caused massive number of breaks observed in 

pipes that were installed in highly corrosive soils (Brander 2001) bearing in mind that DI pipe 

is highly prone to corrosion. 

 

Further from the figure, it can be seen there was a drop in the number of breaks for the pipe 

after the year 1985 which began to rise in the early 1990’s. The massive rehabilitation program 

carried out in the city that targeted the pipes prone to failure in the network contributed 

significantly to this drop. Also, before the introduction of the PVC pipe, the pipes prone to 

breaks were replaced with the YDI pipes (Brander and Ng 2000). Moreover, cathodic 

protection was done for most of the DI pipes and this may further explain the reduction of the 

breaks. Therefore, these activities might explain the reason to why the breaking trend of this 

pipe material has been on the decline for last decade.  

 

 

Figure 4-10: Annual break rate for DI_A Pipe Material 

 

Further, the figure above reveals an interesting trend in the failure of the DI_A pipes. It can be 

observed that the failure rate of the DI pipe is almost comparable to the break rate for the CI 

pipe with break rates for both pipes peaking almost at the same time. The introduction of the 
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DI pipe meant that the dominance of the CI pipe came to an end. Made to withstand mechanical 

loads observed as a weakness in CI pipe, the DI pipe was made with smaller wall thickness 

than its equivalent CI pipe (Rajani and Kleiner 2003) thereby causing the pipe to record high 

number of breaks. The pipe is mostly prone to corrosion related breaks and thereby 

graphitization and pits can be observed in young pipes. 

 

The increase in the number of breaks observed from early 1990’s is due to reduction of the 

replacement program for this pipe in favour of the CI pipe which was having more breaks 

(Brander and Ng 2000).  

 

Similar to the breaking pattern for the CI pipe, age of the DI pipe seem not to contribute linearly 

to the failure of the pipe. This result was seen as a result of the upsurge in the rate of break for 

the pipe while still ‘young’. 

4.3.3.3 PVC Pipe  

Figure 4-11 presents the failure rate for the PVC pipe for the city of Calgary. As can be seen 

in the figure, the failure rate for the pipe material has been constant over time. It should be 

noted that the number of breaks for the pipe has been normalized using the overall length of 

these pipes. 

 

Figure 4-11: Annual break rate for PVC pipe material 
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As can be seen from the above figure, the rate of break for this pipe material has remain less 

than 1break/100km. the overall break rate for the material is 0.4breaks/100km. this result 

means that over the length of the entire water network, this pipe material has experienced less 

than 200breaks. Brander (2001) observed the same breaking trend and reported a break rate of 

0.2breaks/100km.  

 

The success of this pipe material as a suitable material is evident in the number of breaks 

observed for the pipe material and the increase in the percentage of coverage by this pipe for 

the city. The CCWN has since then adopted the use of this material as the main replacement. 

It is further thought that the resistance of the material to abrasion and many strong acids and 

caustics (Knight 2002) has contributed significantly to the material being used as replacement 

material for the city. However, Brander (2001) noted that though the breaks are rare, when they 

occur, they can be costly and at the same time damaging. 

 

4.3.3.4 Overall Break Rate for CCWN 

Figure 4-12 presents the yearly break pattern for CCWN. The utility has experienced a steady 

increase in the number of breaks in the first 30yrs of data recording. The break rate for the city 

was normalized over the entire length of the water network system.  

As can be seen in the figure, the break rate for the city has risen rapidly for the first 30years 

and peaked in the year 1985 at a break rate of about 15breaks/100km. the breaks rate in 1970’s 

increased considerably and was at an average of between 5breaks/100km and 10breaks/100km. 

the break rate for the 1960’s and below was at below 5breaks/100km. After the year 1985, there 

was a significant reduction of breaks for the city up to early 1990’s. This reduction can be 

attributed to removal metallic pipes around the city that were prone to rapid failure. 

According to Pelletier et al. 2003, a utility can be classified as being in a good, acceptable and 

poor or degraded state if it has break rates/100km of below 20, between 20 and 39, and 40 and 

above respectively. From Figure 4-12, it may be concluded that the general condition of the 

system is in a good condition. From the analysis of the metallic pipes in the previous sections, 

it can be assumed that the break rate of the CCWN is mainly contributed by the metallic pipes 
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due to their rapid breaking patterns. It is nonetheless safe to assume that the good condition 

observed in the network is as a result of the PVC pipes which have the lowest breaking rate. 

 

 

Figure 4-12: Annual Break Rate for CCWN 

 

For the last 25 years the water utility has experienced a near constant break and for the last 3yrs 

a decreasing trend with an average of 7breaks/100km. This trend may be attributed to the use 

of PVC pipes (≅ 54% of water pipes) which has experienced less than 1 break per km/year 

since its introduction 35yrs ago; and a replacement program that has targeted pipes showing 

signs of high break patterns (Brander and Ng 2000). Also, contributing to the downward trend 

is the retrofitting program (cathodic protection) undertaken on DI pipes in the system. 
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4.3.4 Effects of weather parameters on breaks 

 

4.3.4.1 Monthly Break Rate for CCWN 

Figure 4-13 shows the breaking trend for the CCWN when the number of breaks are clustered 

according to the month when the break occurred. The figure reveals an interesting pattern of 

how the breaks occur.  

 

 

Figure 4-13: Monthly break-rate for CCWN utility 

 

From the figure above, it is clear that different pipe materials respond to climatic changes 

differently. The pipe material that shows major variability with respect to its breaking pattern 

is the CI pipe. Both of the subsets of the pipe materials have a similar pattern with most of the 

breaks occurring during winter period and least breaks occurring in the summer. The breaks 

for both CI_TK and CI_TN materials begin to drop considerably as the spring sets in and 

reaches the lowest breaking rate in the month of October. This lowest point coincides with the 

end of summer when the soil has the lowest moisture content. In the same note, the breaks for 
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these materials begin to increase from the beginning of autumn and peaks in November before 

levelling off up until March when it starts to drop. Therefore, this finding seem to confirm that 

the ci pipe fails through circumferential breaks due to soil movement that result from the 

changing season patterns. 

 

On the contrary, the DI and the YDI pipes does not seem to be mostly affected by the season 

pattern. As can be seen, there breaking trends seem to be uniform throughout the season. This 

result seem to support previous findings that the DI pipe fails mostly as a result of corrosion. 

This is so because it was made to withstand the external loads of a pipe. Similar to the breaking 

trends by the DI and YDI pipes, the PVC pipes have a uniform breaking pattern throughout the 

season. This result therefore seem to conclude that the pipe is not affected by the weather 

pattern. 

 

The ALL line in the figure represents the breaking pattern of the CCWN for the entire season. 

It can be seen that the breaking pattern for the city is influenced by the CI pipe. This result is 

shown by the similarities of the breaking pattern for the whole City and the CI pipes. From the 

figure above, it is clear that from the month of March, the breaking rate for the city begin to 

drop considerably and reaches the lowest breaking rate in the month of October. This lowest 

point coincides with the end of summer when the soil has the lowest moisture content. In the 

same note, the period when the break rate begin to drop, it coincides with the end of winter. 

However, the number of breaks increases considerably from the end of summer and 

immediately peaks in the month of November before levelling off in December through 

February. The city records a lowest break rate of about 18breaks/100km while the highest break 

rate being 31breaks/100km.  

 

The findings from this study reveal that the weather parameters have a significant impact on 

the break rate of a water network. It has been observed by many others that during winter, the 

colder temperatures causes more frost loads to be transmitted to the pipes thereby causing more 

breaks. The frost loads have been noted to be transmitted to as far as 2.4m below the ground 

during winter (Brander 2004). Therefore during the severe winter months, these loads targets 

the weaker pipes thereby causing high and repetitive break in these pipes (Brander and Ng 

2000; Habibian 1994). 

 



61 

 

However during summer, there is considerable loss of moisture in the soil which makes the 

soil shrink. This movement of soil causes uneven loading in the pipe (Chan et al. 2005; Friedl 

et al. 2012). The study undertaken by Rajani et al. (1996) revealed that loading of the pipe 

increases when there is movement in the soil.  

 

Findings from this study is in agreement with studies undertaken by other authors e.g. (Friedl 

et al. 2012; Harvey et al. 2013; Hu and Hubble 2007) who found out that more breaks occur 

during winter than in the summer. 

4.3.4.2 Effects of Freezing Index 

 

Figure 4-14 shows the evolution of the monthly breaks for various pipe materials for the 

CCWN in relation to Freezing Index (FI). The basis for this analysis is that a pipe material 

responds differently to weather patterns. FI has been included in this analysis as described in 

Section 3.2.1.  

 

Figure 4-14: The effects of temperature on pipe break rate of CCWN utility 

 

As can be seen in the above figure, the breaks of the city follows a cyclic pattern whereby high 

number of breaks occur when the temperature of the area is very low. The highest break for 

both CI and DI_A pipes was recorded after 30years since recording began. Conversely, less 

breaks are being observed when the temperatures are high. Further, the figure indicates that the 

number of breaks experienced varies from season to season. From the trend of the breaks, it 
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seems that after a period of time, mostly in the range of 2-4years, the city experiences high 

number of breaks and this mostly affects the metallic pipes. Habibian (1994) explained that 

every season, the system is purged of the weaker pipes that resisted the occurrence of the breaks 

in the past season.  Therefore, the spikes observed in this network is as a result of effects of the 

frost loads on the weaker pipes in the system. 

 

The most distinctive result in this figure is the nature of the breaking trend for the PVC pipe 

material. It can be seen that the trend is near a constant which tend to indicate that it cannot be 

affected by different freezing patterns. The main reason for this trend is with the flexibility of 

the pipe. Though the non-metallic pipes have high coefficient of expansion, they cannot be 

much affected by the thermal changes due to their flexibility (American Water Works 

Association 2007). 

 

4.3.5 Pipe Diameter in Relation with Material 

 

Figure 4-15 presents the relationship between pipe diameters and different pipe materials for 

the CCWN. The number of pipes was normalized by the overall network pipe length, but not 

the individual material length.  

As can be seen in the figure below, the proportions of metallic pipes decreases with the increase 

in diameter with more pipes having a diameter of 150mm. This high proportion of these pipes 

explains the high breaks experienced by the metallic pipes given in Section 4.3.3. Research 

(e.g. Kettler and Goulter, 1985, Mordak and Wheeler, 1988) has shown that small diameter 

pipes exhibit a high tendency of break rates than large diameter pipes because of thin pipe walls 

and small moment of inertia. 

Further from the figure, the proportion of pipes by material reveals that CI pipes (CI_TK and 

CI_TN) are in the category of 150mm with proportions decreasing with increase in diameter. 

However, a closer look of the proportions for both CI_TK and CI_TN reveals that these pipes 

have almost the same proportions for the 150mm diameter with CI_TK having higher 

proportions for the larger diameter categories. 
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For the DI pipes represented by DI (wrapped and unwrapped) and YDI pipe subgroups, most 

of the pipes are in the larger diameter category of between 200mm and 300mm. However, 

analysis of the subgroups for these pipes reveals that both DI and YDI have almost the same 

number of pipes for the 150mm diameter pipes with YDI have more proportions for the larger 

diameter categories. The high proportion of the YDI pipes explains the reason for the drop in 

the number of breaks that the city has observed especially for all the DI (both YDI and DI) 

pipes. 

In all diameter categories, PVC has the highest number of pipes. The most proportion of these 

pipes are found in 200mm diameter category with the least proportion found in the 100mm 

diameter. This finding seem to further confirm the choice of this pipe material as the 

replacement for the City of Calgary. 

 

Figure 4-15: Pipe material in relation to diameters in the utility 

 

Figure 4-16 shows the relationship between break type and pipe materials. As can be seen from 

the figure, each pipe material has a different breaking pattern. It indicates that both CI_TK and 

CI_TN pipes mainly failed as a result of circular break. This finding seem to confirm the result 

by Makar (1999); Rajani et al. (1996) and Habibian (1994) who found that mostly the CI pipes 

fail mainly due to circular breaks imposed by soil movement. Further, it can be seen that the 
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proportion of circular breaks for this material is higher in CI_TN than in the CI_TK pipes. This 

is attributed to CI_TN having thinner walls than its counterpart; in addition, weak points at 

both end sections of this pipe (Plate 4-2 and Plate 4-3) were created during manufacturing 

process making them disposed to circular breaks. 

 

 

Figure 4-16: Relationship between pipe material and break-type 

 

However, the DI pipes failed more as a result of corrosion while the YDI pipes failed as a result 

of leaking of joints and fittings. Studies have indicated that the DI pipes are more prone to 

failure by corrosion and can corrode at rates comparable to those of CI pipes. Therefore, the 

finding of this study seem to confirm this finding. Further, it is thought that the thinner walls 

compared to its counterpart pipe of similar diameter makes it prone to corrosion. It has been 

observed that the susceptibility of the wrapped and unwrapped DI pipes differs with 30% less 

breaks observed in wrapped than in unwrapped pipe (Brander and Ng 2000; Brander 2004).  

Furthermore, it is noticeable that the PVC pipes seem not to be affected by any of the break-

types affecting metallic pipes. Over a database of more than 18,000 pipes, only 

0.7breaks/100km/yr have been observed. Research has revealed that this pipe material is 

resistant to abrasion, strong acids and caustics (Knight 2002) making it adaptable to different 
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micro-environments in the soil. Results from this pipe material seem to confirm findings by 

other authors e.g. (Davis et al. 2004) and interestingly there are cases where it has been reported 

that the rate of break for this pipe material decreases with increase in time (Davis et al. 2004). 

However, though with low breaking rates, concerns have been raised on the costly and 

damaging nature of the breaks observed for these pipes as compared to metallic pipes (Brander 

2004). 

 

Plate 4-2: Corrosion band located from 3’5” from end 9A 
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Plate 4-3: Corrosion band located from 3’4” from end 41A 
 

Figure 4-17 depicts relationship between break type (i.e., circular (CIRC), corrosion (CORR), 

crack, joint, and split) and pipe diameter. From the figure, it can be seen that different pipe 

diameters are affected by the break-types differently. The figure reveals that the smaller 

diameter pipes are the most vulnerable pipes with the large diameter pipes effectively resisting 

most of these break-types.  

From the analysis, it can be seen that majority of breaks occurred in 150 mm diameter pipes 

with the most significant break-type being circular or circumferential break, followed by 

corrosion, leaking from the joints, splitting and finally cracking. For the larger diameters, the 

most significant break-type seems to be leaking from the joints and corrosion. 

The high proportion of the circular break-types is thought to be as a result of differential 

movement of expansive soils in the study area that results in volume change when subjected to 

wet and dry conditions (Rajani et al. 1996). The bedding material and the backfill used to fill 

the trench where the pipe was placed play an important role in propagating this break-type 

(Makar 2000). In the past studies, it has been revealed that this break-type mostly affect the 

smaller diameter pipes and contributes to about 70% of all the breaks occurring in a water 

network (Rajani et al. 1996). The result from this thesis therefore seem to be in agreement with 

the past studies. 

For the corrosion break-type, though it seems to significantly affect the larger pipe diameters, 

it also contributes to the high number of breaks recorded in the smaller diameter pipes. As can 

be seen from the figure, this is the second most cause of breaks for the 150mm diameter pipe. 

This is as a result of smaller wall thickness and low moments of inertia that small diameter 

pipes have. However, the literature state that all the break-types are somehow associated with 

the corrosion through the formation of graphitization and pits (Makar and Kleiner 2000; Makar 

2000; Rajani et al. 1996). It has been noted that the effects of this break-type increases with 

increase in the age of the pipe. 
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Figure 4-17: relationship between pipe diameter and break-type 

 

Leaking of pipe joints, though mostly affecting the 150mm diameter pipes, have a significant 

effect on the break of the 200-300mm diameter pipes. Expansion and contraction of the pipe 

leads to the separation of the pipe thereby resulting in leaking pipes. This break-type when it 

occurs, causes erosion of bedding material and therefore may result in differential soil 

movement leading to circular and other break-types to occur. When the pipe has higher 

structural integrity, high moments of inertia and thicker pipe walls (large diameter pipes), the 

most vulnerable point is the pipe joints. 

 

4.3.6 Spatial Distance and Break Occurrence 

Figure 4-18 shows the relationship between the spatial occurrences of a break in relation to the 

previous break occurrences. This figure shows that the likelihood of a break occurring in the 

same vicinity as the last break decreases as the distance from the previous break increases. But 

within the first 10m, the number of breaks increases with the distance, then it subsequently 

decreases. 
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As can be seen in the figure, CI_TK, CI_TN and DI pipes almost have similar spatial breaking 

trend with YDI having a very low breaking trend. The DI pipe seem to have a higher re-breaks 

of over 200breaks when the distance from the last break is closer to zero. However, as the 

distance from the last break incidence increases, the number of breaks experienced by both the 

sub-groups of CI pipe overtakes the breaks from the DI pipe. These two pipes, CI_TK and 

CI_TN, experience breaks of over 280 and 240 breaks within the distance of about 10m with 

DI experiencing about 220breaks within the same distance.  

Though the YDI pipe material show a similar trend as the other metallic mains, its influence 

by the occurrences of other breaks within the vicinity of the last break seems to have a little 

impact on the pipe. The breaking trend for the first 15m shows a constant breaking rate of about 

49breaks which then decreases to about 25breaks after 25m.  

Approximately, 33% of the breaks occurring after incidence of a break are within 10m of the 

first break. Hu and Hubble (2007) and Goulter and Kazemi (1987) reported that soil disturbance 

during pipe repair practice contributes significantly to the occurrence of another break within 

the same vicinity of the previous break. However, as the distance from the last break increases, 

the spatial distances ceases to be of influence to the occurrence of breaks and therefore, it is 

thought that other factors play more roles in the occurrence of breaks in the pipe. The findings 

from this thesis seem to conform to the finding found in the literature.  
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Figure 4-18: Spatial distance in relation to pipe breaks 

 

4.3.7 Influence of Pipe Previous Failure History 

 

The influence of previous pipe history was analyzed to establish it importance in the 

occurrences of breaks in the same pipe material. This was done by analyzing the number of 

breaks that the pipe has occurred after the occurrence of a break. The results of this analysis 

are presented in Table 4-1. This table shows the percentages of the number of breaks 

experienced by a pipe with respect to material after the occurrence of the first break. It should 

however be noted that the 7th re-break has been calculated by summing together all the breaks 

greater or equal to seven. It was expected that the percentage of the 7th and subsequent breaks 

should be much lower compared to the preceding breaks percentage. 
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Table 4-1: Number of breaks experienced by a pipe with respect to material type 

Material Percentage of Number of breaks  

2nd breaks 3rd breaks 4th breaks 5th breaks 6th breaks >7th breaks 

CI_TN 32.3 18.6 10 5.4 2.9 3.8 

CI_TK 24.0 13.8 7.9 4.3 2.47 4.8 

DI 24.0 15.3 9.7 5.8 3.4 4.6 

YDI 6.2 2.9 1.2 0.7 0.5 1.5 

 

From the above table, it can be deduced that after the incidence of the first break in a pipe, 

there is higher chances of the same pipe failing again. This is highlighted by the higher 

percentages of the second break for all the pipe materials. However, it can be seen that the 

chances of pipe experiencing more than one break decreases as the number of breaks increases. 

It is assumed that as the pipe experience more breaks, there is likelihood that the pipe is 

replaced, thus eliminating this pipe from the system.  

 

From Table 4-1, it can be highlighted that after the first break, the CI_TN pipe has the highest 

number of pipes with 2nd, 3rd and 4th breaks of 32.3%, 18.6% and 10%, respectively. This result 

highlights the vulnerability of the thin cast iron pipe to the occurrence of breaks in the water 

mains. CI_TK and DI also have a higher chance of re-breaking once the failure has occurred 

with both pipe materials having a percentage of 24%. However, the failure rate of the CI_TK 

pipe for the 3rd and subsequent breaks decreases as compared to the DI pipe. This result seem 

to confirm the vulnerability of the DI pipe which was initially thought to be stronger than the 

CI pipe. Past studies have confirmed that the DI pipe is more vulnerable much like the CI pipe 

due to thinner walls. The reason for the lower re-break percentages for the CI_TK pipe 

compared to the di pipe is due to the CI_TK having thicker walls. 

 

Considering the YDI material, it is apparent that the pipe has a lower breaking trend of 2nd and 

subsequent breaks compared to the other pipe materials. From the table, it can be seen that the 

percentage of second break occurring is 6.2% which is 5 times lower compared to CI_TN pipe. 

It is thought that the main reason for the low re-break rate of the pipe is due to the cathodic 

protection and coating of the pipe which in the end prevents the effects of the break-types on 

the pipe. 
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Additionally from the table, it becomes apparent that the percentage of DI pipes with 5th and 

more breaks surpasses all other breaks from other pipe materials. This insinuates that the more 

the pipe stays in the ground, it becomes somehow uneconomical to sustain it therefore it should 

be replaced. 

 

4.3.8 Influence of Type of Service Area on Number of Breaks 

Two type of services are considered in this thesis for the analysis of breaks. These types are 

commercial and residential units. These types are thought to have influence on the number of 

breaks in the City of Calgary. 

4.3.8.1 Commercial Units 

Figure 4-19 shows the relationship between number of breaks and number of commercial units 

served by pipes in the network. The number of breaks considered for this analysis in this thesis 

have been normalized by the length of the pipe network. From the figure, it can be seen that 

the number of breaks observed decreases as the number of commercial units’ increases. 

Therefore, there is an inverse relationship in the number of breaks observed and the number of 

commercial units served. The figure shows that most breaks occur to pipes serving less than 

five commercial units with the highest breaks being observed in the pipes serving only one 

commercial unit. However, it was expected that most of the breaks would occur to pipes serving 

high number of commercial units. 

As can be seen from the figure, different pipe materials have different breaking trend for this 

factor. As expected, the most affected pipe is the CI_TN followed by CI_TK, DI and YDI, 

respectively. The CI_TN, CI_TK, DI, YDI have break rate of about 100breaks/km, 

83breaks/100km, 50breaks/100km and 31breaks/100km, respectively, when the number of 

commercial units served is averagely two. The high number of breaks observed for low 

commercial units served is thought to result from small diameter pipes being used to supply 

water. As the number of commercial units increases, the diameter of the pipe supplying the 

water increases. Literature indicates that there is an inverse relationship between the diameter 

and number of breaks with small diameter pipes experiencing high number of breaks. 
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Figure 4-19: Pipe breaks observed in commercial units 

4.3.8.2 Residential Units  

Figure 4-20 shows relationship between number of breaks and number of residential units 

served by CCWN. The figure shows that the number of breaks increases as the number of 

residential units served increases and begins to decrease when the number of residential units 

served is more than 10 units. Most of the breaks observed are in pipes serving two to thirteen 

residential units with the least breaks being observed in pipes serving more than thirteen 

residential units. This high number of breaks observed in this category may be attributed to 

surge in water pressures in the affected pipes. Since most of the residents of the City of Calgary 

work during the day, when people return from work, it is believed that the pressures build up 

during night due to usage of water almost at the same time. 

 

Further analysis of the response of different pipe materials to the breaking trend of this service 

type revealed that the most affected material is the CI_TN when the number of units served is 

lessed than five units. This is then followed by CI_TK, DI, and YDI pipes, respectively. The 

highest number of breaks for the for the pipe materials CI_TN, CI_TK, DI, and YDI are 

approximately 54 breaks/100km, 45 breaks/100km, 42 breaks/100km, and, 18 breaks/100km, 
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respecively. The number of breaks observed on these respective pipe materials peak when the 

number of residential units are 4, 7, 4 and 8 respecitvely. 

 

However the breaking trend for these pipes changes as the CI_TK experiences more breaks 

compared to all othre pipes when more than five residential units are served. The trend for the 

CI_TN reduces to almost below the breaks from the DI pipe. Further, the number of breaks 

from YDI pipe increases when the number of residential untis surpasses 13 and rises past the 

breaks from all the pipe materials. It is thought the sudden incease in the number of breaks for 

this pipe materials is as a result of dominant use of the material in supply of water to residential 

units serving many units. 

 

Generally, it seems that number of residential units served by water mains is also a factor on 

the number of breaks observed by a pipe. This is so because, it determines the size of the pipe 

to be used in supplying the residents clean and safe water. Therefore, when there number of 

residential units to be served are few, this will mean that the pipe size to be chosen will be a 

small diameter pipe. From the analysis carried out in the preceding sections, it is apparent that 

there is an inverse relationship between pipe size and number of breaks observed. Therefore, it 

is thought that the number of breaks observed in the water mains for 15 and more residential 

units is essetnially due to large pipe size being used. 

 

Figure 4-20: Pipe Breaks Observed in Residential Units 
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4.3.9 Cathodic Protection 

Cathodic protection has been applied to some metallic pipes within the network. This was done 

when the number of breaks for the metallic pipes were observed to sky-rocket, and was done 

in areas where the soils were mostly aggressive. The aggressive soils are represented by the 

low resistivity of below 2000ohm-cm. 

Figure 4-21 shows the ratio of retrofitted pipes to those non-retrofitted in relation to material 

type. As can be seen in the figure, most of the pipes retrofitted are DI and YDI with while the 

least retrofitted pipes were the subgroups of the CI pipes. It is apparent that the most pipe that 

is fitted with cathodic protection as expected is the YDI pipe which has a ratio of 1. This is so 

because, in its manufacture, the pipe was fitted with anode nodes to prevent the effects of 

corrosion on the pipe material.  

The second most retrofitted pipe is the DI (wrapped and unwrapped) pipe which has a ratio of 

retrofitted to non-retrofitted pipes of 0.3. Since the pipes under this sub-group of the overall DI 

contain the pipes bare pipes, coated pipes, and furthermore, retrofitting was done on this pipe. 

Moreover, when the CCWN realized that the DI pipe was most affected by corrosion, cathodic 

protection was applied to these pipes in order to counter the rate of breaks encountered in these 

pipes (Brander and Ng 2000). 

On the other hand, very small proportion of CI_TK and CI_TN pipes were protected against 

corrosion by retrofitting. In the case of the CI_TN pipe, a ratio of retrofitted to non-retrofitted 

pipes is at 0.1. This imply that the number of pipes that are not fitted with cathodic protection 

are more than those not fitted with it. Brander and Ng (2000) stated that they only embarked 

on retrofitting this pipe material in 1990’s when it was observed that the number of breaks 

observed for these pipes was rising. This led to halting of all retrofitting process for all other 

pipes in order to concentrate on these pipes. Considering the CI_TK pipe, the ratio of retrofitted 

pipes to non-retrofitted pipes stands at less than 0.1. This is so because, most of these pipes 

were majorly not affected by breaks as compared to the CI_TN pipes. Generally, these pipes 

has a lower break rate as compared to their counterpart pipes of the same diameter.  

The low levels of retrofitting observed for DI and both CI_TK and CI_TN points to the fact 

that most of these pipes were pulled out of the system when it was realized that these pipe were 

experiencing more breaks than expected. The number of breaks observed for these pipes 

peaked in the year 1980’s. The success of retrofitting process is seen in the number of breaks 
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observed for the YDI pipe compared to breaks for the other metallic pipes. In all the cases of 

breaks for all the metallic pipes, the YDI pipe has a lower break rate of about 5times compared 

to the pipe with the most breaks. 

 

Figure 4-21: Relationship between retrofitted pipes and material type 
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Chapter	5	

5 Discussion 

This section presents results from the application of the three models to the CCWN utility. 

Results from model variable selection are then presented and finally, model training and 

validation is presented. 

5.1 Model Variable Selection 

 

Using random sampling method (Richardson et al. 1995), the data are split into training (70%) 

and test (30%) sets for use in model training and validation, respectively. The number of pipes 

considered in each data set is shown in Table 5-1. 

 

Table 5-1: Number of pipes for training and testing of the models in each data set  

Data set 

CI DI PVC 

PRB=0 PRB>1 PRB=0 PRB>1 PRB>0 

Training set 4412 1890 5018 2150 12,784 

Test set 2921 1251 1802 771 5,478 

Total  7333 3141 6820 2921 18,262 

 

From each of the training sets, a total of seven covariates thought to have a significant 

contribution on pipe break rate were included in the variable selection. Results from selection 

process indicated that covariates with the most significant impact in influencing pipe breaks 

are length ( )o
z , diameter ( )1

z , MAT ( )2
z , soil resistivity, REST ( )3

z , FI ( )4
z , and RD ( )5

z . 

The MAT covariate represents different material types such as PVC pipes, thick-wall and thin-

wall for the CI pipe, and unwrapped and wrapped DI and YDI pipes. The selection process is 

done using the methodology presented in Section 3.2.2. 
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5.2 Model Training 

5.2.1 Effects of Covariates on Pipe Failure 

 

Using the training data set, Cox-PHM, WPHM and Poisson Model are fitted with the variables 

found to be significant in Section 5.1. Covariates significant at 95% level were included in the 

model. 

 

Table 5-2, Table 5-3, and Table 5-4 show significant covariates and the corresponding 

coefficients for each model used in the study for DI_A, CI and PVC pipe strata, respectively. 

The contribution of covariate to the hazard of a pipe is portrayed by the positivity or negativity 

of the coefficients (Cox 1972) with exponential values closer to one indicating marginal 

contribution to the hazard. More positive coefficients indicate higher risk of pipes failing and 

vice versa. 

 

Table 5-2: Selected covariates and corresponding coefficients Cox-PHM and WPHM1for DI strata 

 Cox-PHM WPHM Poisson 

PRB=0 PRB>1 PRB=0 PRB>1 PRB=0 PRB>1 

Intercept   5.61 4.41 -0.8 -0.89 

Scale   1.82 0.91   

Coefficients, β
 

      

Length  0.0007 0.001 -0.0007 -0.001 0.00054 0.0007 

Diameter 0.187  -0.194  0.326  

MAT -0.593  0.522  -0.62  

REST  -0.096  0.102  -0.12 

FI 0.0005  -0.0005    

RD 0.021 -0.0007 -0.023 0.00076 0.018 -0.012 

 

  

                                                             
1Dividing the WPHM coefficients by the scale parameter give Cox-PHM parameters. Negative sign in WPHM 

coefficients indicate a higher risk 
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Table 5-3: Selected covariates and corresponding coefficients for Cox-PHM and WPHM for CI strata 

 Cox-PHM WPHM Poisson 

PRB>1 PRB=0 PRB>1 PRB=0 PRB>1 PRB=0 

Intercept   4.83 5.93 -1.1 -0.93 

Scale   1 1.85   

Coefficients,β
 

      

Length  0.0014 0.0013 -0.0013 -0.0013 0.0009 0.00079 

Diameter -0.155  0.160  -0.050  

MAT  0.101  -0.12  0.024 

REST  -0.119  0.111  -0.466 

FI
 

0.0003 0.0006 -0.0003 -0.0006 0.0001 0.0004 

RD 0.0013 0.0178 -0.0015 -0.0186  -0.013 

 

Table 5-4: Selected covariates and corresponding coefficients for Cox-PHM and WPHM for PVC strata 

 Cox-PHM WPHM Poisson 

PRB>0 PRB>0 PRB>0 

Intercept  6.45 -3.55 

Scale  4.74  

Coefficients,β     

FI
 

0.008 -0.008 0.0086 

RD 0.029 -0.027 0.028 

 

The above tables indicate that pipe diameter, only influences the occurrence of a pipe break in 

metallic pipes after an occurrence of a break. Results signify that small diameter pipes 

(<200mm) have a high risk of breaking compared to large diameter pipes. For example, for 

DI_A pipes, the hazard rate is scaled by a factor of 1.2 for pipes (results from Cox-PHM and 

WPHM) while PM predicted an increase by a factor of 1.3. For CI pipes, large diameter 

(>200mm) pipe reduces the hazard rate by factor of 0.86 (results from Cox-PHM) and 0.95 

(results from Poisson Model). These findings confirms past studies on susceptibility of small 

diameter pipes to breaks (Kettler and Goulter 1985). 

 

Pipe material influences the occurrence of pipe failure differently. A higher hazard rate, as 

expected, for CI_TN pipes compared to CI_TK pipes was observed. Results from all models 
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revealed that CI_TK pipe material reduces the hazard rate by about 0.85 compared to the 

CI_TK. It is thought that the smaller wall thickness of the CI_TN pipe (20% less) compared to 

CI_TK pipe (Brander 2001) may be contributing to more breaks observed for this material 

type. In a similar study done by Brander and Ng (2000) reveals that CI_TK halves breaks 

observed in CI_TN. Therefore, the results from this study seems to confirm the findings by 

Brander and Ng (2000) and the result seem to conclude that the CI_TK is more superior pipe 

compared to the CI_TN. 

 

YDI pipe has a high significant reduction in the hazard rates compared to wrapped and 

unwrapped DI pipe. It was found that the pipe contributed significantly to the reduction of the 

hazard to about 0.5 compared to the DI pipe, signifying a reduction of breaks by almost half 

breaks for this pipe material. This reduction can be attributed to protection of the pipe against 

corrosion using coating and anode protection (Brander and Ng 2000). It has been reported that 

up to 90% reduction of breaks has been observed from this pipe material (Brander 2001). 

 

From the discussion of the pipe materials considered, it has been noted that pipe material plays 

a very crucial role in the occurrence of the number of breaks for a pipe. This is due to the fact 

that different pipe materials responds to the effects of various factors affecting the pipe 

differently. Though the importance of material type has been demonstrated, care should be 

adopted while concluding these results as there may be other factors influencing the occurrence 

of a pipe break. 

 

The positive coefficients of FI from above tables indicate that as the temperature decreases, 

more breaks are expected. However, the three models predicted a marginal increase of the 

hazard (increase by a factor of 1) for DI_A, CI and PCV pipes. It is thought the 3m installation 

depths used in the city (Brander 2001) has masked the influence of the temperature by limiting 

the penetration of frost loads. Similar results have been obtained by Kleiner and Rajani (2002) 

and Kleiner and Rajani (2010). Studies have shown that frost load penetration can only 

penetrate to waterlines at depths less than 1.52m and 2.23m in clay trenches with granular 

backfill and rocky trenches with clay or granular backfill respectively (Zhao et al. 2001). 

Table 5-2 and Table 5-3 show that pipes installed in high soil resistivity, resistivity > 2000ohm-

cm, are less likely to fail than those installed in soils with low resistivity. Studies have attributed 

the occurrence of corrosion to low resistivity soils (Makar 2000; Makar et al. 2001) by 
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increasing the pitting rate (Liu et al. 2010). Table 5-2 reveal that once the DI _A pipe has 

experienced a break; high corrosive soils begin to influence the failure of pipes more while 

pipes in low corrosive soils experiences less breaks. The results from Table 5-2 indicate both 

Cox-PHM and WPHM predicted a reduction of the hazard by factor of 0.9 while PM predicts 

a reduction by a factor 0.88. Prediction results from Cox-PHM, WPHM and Poisson (Table 

5-3 ) for the CI pipes indicate the reduction by 0.88 for both Cox-PHM and WPHM with low 

rates of 0.62 being predicted by PM. Therefore, this result seem to confirm the observation by 

Brander (2001) that most breaks in CCWN occur in areas with corrosive soils than in non-

corrosive soils . 

 

In the past studies, some authors (e.g. Le Gat and Eisenbeis 2000; Røstum 2000) have found a 

strong linear correlation between break and length. However in this study, pipe length 

marginally (increases the hazard is by a factor of 1- results from the three models) increases 

the rate of breakage (Table 5-2, Table 5-3 , and Table 5-4) with longer pipe breaking more than 

shorter pipes. The effects of this covariate seem to impact only DI_A and CI pipes, either with 

one or more breaks. 

 

From these tables, results indicate that high RD compared to low RD increases the probability 

of metallic and non-metallic pipes breaking through increased shrinkage of expansive soil 

(Fuchs-Hanusch et al. 2011; Gould et al. 2009). However, the hazard rate from all models 

increases marginally by a factor of 1.02. The heterogeneity of soils in CCWN (Brander and Ng 

2000; Brander 2001) seems to lessen the impact of this covariate to areas with expansive soils 

(clay). 

 

The covariate values obtained from the models in this study differed from those estimated in 

previous studies (e.g. Le Gat and Eisenbeis 2000; Røstum 2000) except for length and diameter 

as shown in Table 5-5 . These two covariates were comparable the those estimated by Fuchs-

Hanusch et al. (2012). 
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Table 5-5: Parameter values for different covariates from past studies 

Variables Parameter values Stratification Reference 

o
z  

0.002 PRB=1 Fuchs-Hanusch et al. (2012) 

-0.51 PRB=0 Røstum (2000) 

-0.768 DI Martins (2011) 

-0.29 PVC Le Gat and Eisenbeis (2000) 

-0.37 CI Le Gat and Eisenbeis (2000) 

1
z  

0.001 DI Martins (2011) 

-1.62 PRB=1 Fuchs-Hanusch et al. (2012) 

0.004 PRB=0 Røstum (2000) 

0.55 DI Le Gat and Eisenbeis (2000) 

0.52 CI Le Gat and Eisenbeis (2000) 

2
z  

0.042 PRB=1 Fuchs-Hanusch et al. (2012) 

0.082 DI Martins (2011) 

 

As seen from table above, covariates affect pipes differently in the every water network; 

therefore it is doubtful to have a model that is suitable to all networks. 

From the above discussion on the effects of covariates on the pipe failure, it is clear that the 

covariates play an important part. These factors are thought to combine together in affecting 

the pipe failure. It was however noted that the most significant factors influencing pipe failure 

in the CCWN are the physical factors compared to environmental factors. 

5.2.2 Model Break Prediction 

To test the prediction accuracy of the built models, observed breaks from the training sets for 

the DI_A, CI and PVC pipe strata were predicted using Cox-PHM, WPHM and PM. Figure 

5-1 shows prediction results from the training set for the CI pipe stratum. As can be seen from 

the figure all the models produced close results especially the WPHM and the PM, though the 

results from WPHM seems closer to the observed breaks than the results from PM and Cox-

PHM. 

 

This figure shows that WPHM best predicted the observed increasing break rate and decreasing 

break rate for CI pipes, but could not fully capture the rapid break rate for the CI pipes. The 

increasing break rate of CI is best predicted by the PM, but could not capture the slow breaking 

phase of pipe breaks. The result from Cox-PHM indicate the case of underestimation for all the 
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phases of pipe breaks, but somehow the model seemed to capture the constant break rate for 

the pipes. The failure of the Cox-PHM model to capture the failure trend of CI pipe is mainly 

attributed to the undefined baseline hazard. Overall, WPHM captured the breaking trend of 

CCWN utility better than both Poisson Model and Cox-PHM. 

 

 

Figure 5-1: Prediction of Breaks for CI Strata from CI Data Training Set 

 

Figure 5-2 presents the modelling results for the DI_A pipe from the WPHM, Cox-PHM and 

PM. As can be seen in this figure, varied results were predicted by the models with closer 

prediction results given by WPHM.  

 

The WPHM captured the increasing breaking rate, the decreasing rate and somehow captured 

the rapid breaking phase of the pipes. On the other hand, the PM seem to underestimate all the 

braking phases of the pipe break but notably, it overestimated the slow breaking phases of the 

pipe. In this phase, it significantly predicted very high number of breaks for the DI_A pipe. 

Notable from Cox-PHM, the model somehow predicted well the increasing trend and the 
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decreasing trend of DI_A breaks while significantly underestimating the rapid breaking phase 

of the pipe. 

 

Figure 5-2: Prediction of Breaks for DI Strata from DI Data Training Set 

 

Similarities in the breaking tends of the models applied in the prediction of the metallic pipes 

were observed. It can be seen that for both prediction of the breaks from both pipes, WPHM 

results indicated it is a better model in the prediction of breaks from these pipes. 

 

Literature has indicated that the use of WPHM for prediction of failures elicits varied prediction 

results. Some authors reporting a case of underestimation (e.g. Le Gat and Eisenbeis 2000), 

others reporting overestimation (e.g. Røstum 2000) while others have reported accurate 

prediction results (e.g. Martins et al. 2013). These varied results are attributed to model 

dependence on approximate procedures like Monte Carlo simulation in calculation of the 

number of failures (Le Gat and Eisenbeis 2000). However, Røstum (2000) resolved that the 

nature of prediction results obtained from this model is unique to a particular water utility. 
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In both CI and DI_A pipe break predictions, Cox-PHM underestimated the fast breaking phases 

but somehow well predicted the slow breaking phase. These results seem to question the 

validity of the Cox-PHM model in the prediction of the fast breaking phase. Similar findings 

were reported by Andreou et al. (1987) and Karaa and Marks (1990). These authors 

recommended the use of Cox-PHM in the prediction of the slow breaking phase and the results 

obtained in this study corroborates this recommendation. The weakness of the Cox-PHM in 

not being able to fully capture the fast breaking phases of the pipes is mainly attributed to the 

undefined baseline hazard function. 

 

Similarly, the PM overestimated the prediction slow breaking phases of CI and DI_A strata. It 

is assumed that the reason for the failure of Poisson model to capture this phase is due to the 

assumption of constant failure rate for all the pipes in strata. Therefore, it has no way of 

differentiating between slow breaking pipes and those that have a high likelihood of failure. 

Similar case was reported by C. Martins (2011). 

 

Figure 5-3 presents the prediction results of pipe breaks from the PVC pipe strata using the 

training data set. As can be seen in the figure, varied prediction results are given by the three 

models applied to this data set. It is clear from the figure that the PM produced results that are 

closer to the observed pipe breaks data from the strata. However, the number of breaks 

predicted from both Cox-PHM and WPHM departed considerably from the observed data. The 

WPHM model mimicked the prediction results for the first 8years then started departing from 

the observed data, however, the Cox-PHM overestimated the results from the onset. However, 

from the 10year, the WPHM overtook the Cox-PHM in overestimating prediction of pipe 

breaks. 

 

The result from the survival models seem to point to the failure of these models in capturing 

the failure trend of the pipes. However, the output from the PM seem to point that count models 

and constant hazard models seem to be more suitable to the breaking pattern for these pipes. 
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Figure 5-3: Prediction of Breaks for PVC Strata from PVC Data Training Set 

 

The incapability of Cox-PHM and WPHM to capture the failing trend of pipes in this stratum 

is partly attributed to less number of observed failures (only 168 recorded breaks in over 18,000 

individual pipes). However, the author reasons that the major reason is because these pipes 

have a constant failure rate while Cox-PHM and WPHM are time-dependent models. Literature 

have reported similar findings in UK and Australia and in one incident, reduction in number of 

failures with increase in time was observed for PVC pipes (Davis et al. 2004). 

 

From the prediction results, it is therefore fairly reasonable to assume that the break trend of 

the PVC pipe completely differs from that of metallic pipes as the number of breaks does not 

increase as the pipe ages. Furthermore, from the analysis given in Section 4.3.3 for the break 

rate of the PVC pipe, the risk factors do not seem to accelerate its failure rate. 
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5.2.3 Checking for Model Appropriateness for Cox-PHM and WPHM 

It is important that proportional hazard models are tested before their application in the break 

prediction in order determine their suitability. 

5.2.3.1 Cox-PHM 

 

The methodology presented in Section 3.1.1.3.2 was employed in the determination of the 

validity of the Cox-PHM model in break prediction. Figure 5-4, Figure 5-5, and Appendix A-

2 presents the Schoenfield’s residuals for the CI pipe strata with no previous breaks. The results 

indicate that the proportionality assumption of the model is not violated and therefore the 

models are fit for breaks prediction. 
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Figure 5-4: Schoenfield’s residuals for the CI pipe strata with no previous breaks 

 

Figure 5-5: Schoenfield’s residuals for the CI pipe strata with more than one break 

5.2.3.2 WPHM 

 

To test for the proportionality of the WPHM model, a plot of the model covariates is done. The 

plot of twice the minus logarithm of the survival function for each individual covariate in the 

model is done and the result should be approximately parallel if the model is appropriate. The 

result from Figure 5-6 and Figure 5-7 shows that WPHM model is appropriate for modelling 

the pipe breaks for CWW. 
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Figure 5-6: WPHM appropriateness using graphical method for pipes with more than one 

break 

 

Figure 5-7: WPHM appropriateness using graphical method for pipes with no previous breaks 
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5.3 Baseline Hazard Estimation 

 

By applying the methodology described in Section 3.1.1.2, baseline hazards for Cox-PHM are 

approximated by applying curve smoothing techniques such as linear and non-linear least 

squares (nls) relations (Rossiter 2009).  

 

The results of curve fitting techniques described above for ductile iron (DI_A) and cast iron 

(CI) and PVC pipe strata are presented in Figure 5-8 and Figure 5-9. Figure 5-8  shows the 

fitted curve for the pipe strata with no previous break while the Figure 5-9 presents the fitted 

curves for pipe strata with more than one previous break. 

 

Figure 5-8: Observed and predicted CH for pipes with PRB =0 for CI, DI_A and PVC pipe 

strata 
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Figure 5-9: Observed and predicted CH for pipes with PRB >0 for CI and DI_A pipe strata 

The hazards for the CI and DI_A strata were estimated using the linear relations where the 

hazards were fitted polynomial equations. Analysis of variance (ANOVA) was performed on 

any competing equations and it emerged that second, third and fourth order polynomial 

equations best described the hazards of these strata respectively. The cumulative hazard 

equation for the PVC strata was estimated using the nls method. The resulting cumulative 

hazard equations for each of the predicted hazards are given in Table 5-5 

 

Table 5-6: Estimated cumulative hazards equations for DI, CI and PVC pipe strata from Cox-

PHM 

Strata by material  Strata by PRB Estimated Equation 
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0.017 0.00053 0.00000071t t− + −  

CI PRB=0 2 2
0.0026 0.00975 0.0000095 0.0000002t t t+ − +  

PRB>1 ( )5 2 3 41 0 4 5 6 1 3 0 . 6 8 0 . 0 0 1 2 0 . 0 0 0 0 0 0 6 5t t t t− + + − +  

PVC PRB>0 ( )0 .0 0 0 1 e x p 0 .0 0 1 7 2 t  

 

5.4 Estimation of Time to Failure of a Pipe  

 

Mean Time to Failure (MTF) represent the average time it take a pipe to experience a break. In 

order to establish time of replacement of a pipe, MTF of each pipe depending on the ordered 

occurrences of breaks in a pipe. As a result, seven ordered pipe breaks for both DI and CI pipes 
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were generated from the failure data, and Table 5-7 presents the number of pipes in each 

stratum.  

 

As can be seen in the table, the number of pipes reduces as the number of pipes increases. Most 

of the breaks observed for a CI and DI_A pipes with one break is about 3 and 6 times, 

respectively, more than the breaks experienced by  pipe with 2breaks. 

 

Table 5-7: Number of pipes in each of the defined strata in pipe data set 

Type of pipe Strata 

PRB1 PRB2 PRB3 PRB4 PRB5 PRB6 PRB7 

CI 5312 1768 1034 572 312 174 290 

DI 7168 1042 620 368 220 135 188 

 

For each stratum, a model was developed by considering all the covariates in the pipe failure 

data. Significant covariates that influence the occurrence of a pipe break reduces as pipe 

changes from slow to fast breaking phases. Table 5-8 and Table 5-9 present significant 

covariates as well as the corresponding coefficients that depict the influence of these covariates 

on each pipe stratum failure. 

 

Table 5-8: Significant covariates and corresponding coefficients for CI pipe strata 

Covariates PRB 1 PRB 2 PRB 3 PRB 4 PRB 5 PRB 6 PRB 7 

Diameter 1.26 0.90 0.84 0.85  0.61 0.77 

Length 1.00 1.00 1.00 1.00 1.00  1.00 

MAT 1.53       

RD 1.01 1.00      

FI 1.00       

 

Table 5-9: Significant covariates and corresponding coefficients for DI pipe strata 

Covariates PRB 1 PRB 2 PRB 3 PRB 4 PRB 5 PRB 6 PRB 7 

Diameter 1.71   0.98    

Length 1.00 1.00 1.00 1.00  1.00  

MAT 1.75    0.68  1.44 

RD 1.00       

FI 1.00 1.00 1.00     
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The influence of these covariates in the failure of the pipe is similar to the explanation given in 

Section 5.2.1. 

5.4.1 Survival Curves 

 

Survival curves indicate the probability of pipes that have not broken at time t and the higher 

the curve, the longer it takes for the first break to occur. It should be noted that the curves were 

developed from only Cox-PHM. 

 

First, survival curves for DI_A and CI pipes were developed to give an indication of the failure 

trend of the two pipe materials under study. Figure 5-11 presents the survival curves for CI, 

both thick and thin, and DI_A (wrapped and unwrapped DI and YDI) pipes. From Figure 5-11, 

the survival curves of both pipes begin to fall immediately after installation signifying 

susceptibility of these pipes to deterioration mechanisms. However from this figure, there exist 

significant differences in failure rates of the DI_A and CI pipes.  

 

Like in the case of CI pipes, there seem to be no significant difference in the failure rate for 

both pipes for approximately 90months after installation. Thereafter, difference between the 

failure rates of the two pipes becomes apparent. As expected, CI_TK pipe seem to break slowly 

than its counterpart. In addition to differences in wall thickness, past studies have revealed that 

difference in metallic composition of these pipes contributes to these differences (Brander and 

Ng 2000; Brander 2001). 
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Figure 5-10: Survival curves for YDI and DI pipe 

 

 

Figure 5-11: Survival curves for thick and thin CI pipe 
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On the other hand, survival curves for DI_A pipe depicts a different pattern for the DI (wrapped 

and unwrapped) and YDI pipes. The figure shows a steeper curve for DI with YDI depicting a 

gentle failing trend. This result indicates a lower break rate for the YDI pipes compared to DI 

pipe. A study undertaken by Brander (2001) revealed that the YDI pipes is protected against 

corrosion both with coatings and anode protection. Further, the study revealed that this pipe 

has led to up to 90% reduction of pipe breaks. When pipe breaks were ordered according to the 

number of break occurrences and their survival curves drawn, varied results were observed. As 

shown in Figure 5-12, the steepness of the survival curves for a pipe with two and more breaks 

increases significantly indicating that the likelihood of a pipe breaking after experiencing a 

break rises. This finding collaborates the outcome in past studies e.g. Fuchs-Hanusch et al. 

(2012) and Pelletier et al. (2003). The later concluded that once repair and maintenance has 

occurred, chances of pipe break occurring increases. 

 

Further, as can be seen in the figure below, there exist significant difference in steepness of 

survival curves for a pipe with two to four breaks (CI) and two to three (DI) but after this, 

survival curves seem to almost form one curve. This result seem to signify that once the pipe 

has experienced more than three (DI) or four (CI) breaks, the hazard remains constant (Fuchs-

Hanusch et al. 2012; Park et al. 2008). Moreover, the pipe seem to have moved from the slow 

breaking phase to the fast breaking phase where the arrival of pipe breaks follows Poisson 

distribution (Andreou et al. 1987b). 

 

Additionally, owing to the steepness of the curve for DI compared to CI pipe, it is clear that 

after the first failure, DI pipe becomes more disposed to failure than CI pipe. Studies have 

revealed that DI pipe can be more prone to failure as it can be more prone to corrosion attack 

(Makar et al. 2001; Rajani and Kleiner 2003). 
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Figure 5-12: Survival curves for CI pipe with different ordered breaks 
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Figure 5-13: Survival curves for DI pipe with different ordered breaks 

From these results, it can be concluded that after the occurrence of three or four breaks, the 

pipe becomes more prone to failure, therefore, its replacement may be more reasonable to 

undertake than a repair. This is so because after the third or fourth break, the pipe moves from 

the slow breaking phase and therefore the cumulative cost of repair might become higher in the 

long run. 

5.4.2 Mean Time to Failure (MTF) 

 

In order to estimate the average time it takes for a pipe to fail, failure data were stratified into 

seven ordered groups. For each stratum a model was developed and its MTF calculated. The 

results from these models are presented in Table 5-10. The seventh group in each pipe category 

represents pipes with seven and more breaks lumped together. 
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Table 5-10: Mean Time to Failure for DI and CI pipes ranked on previous failures 

Strata DI CI 

PRB=1 612 576 

PBR=2 48 108 

PRB=3 48 84 

PRB=4 48 60 

PRB=5 36 60 

PRB=6 24 48 

PRB=7 24 36 

 

It is clear from Table 5-10 that the MTTF for pipes with no previous breaks is greater than for 

the pipes with more than one break pointing that after the occurrence of the first break, the 

likelihood of recurrence is high. As can be seen from the table above, the time to second break 

for DI and CI pipe reduces significantly to 48months and 108months, respectively. Parallel 

results have been found by Park et al. (2008). 

Remarkably, the MTTF of DI pipe is higher than the MTTF of the CI pipe up to the occurrence 

of the first break. However, after the occurrence of the first failure, time to failure of CI 

supersedes the MTTF of DI pipe. Interestingly, past studies reveals that CI pipe is a brittle 

material, and therefore, the adoption of DI pipe was thought to reduce the number of break 

observed in water mains (Makar and Kleiner 2000; Makar et al. 2001; Rajani and Makar 2001). 

However, Rajani and Kleiner (2003) found that DI pipe could equal the number of breaks 

observed from the CI pipe. Therefore, the findings from this study confirm the findings from 

this study by Rajani and Kleiner (2003). 

5.5 Sensitivity Analysis for different Break Types 

 

To study the impact of covariates on the break-type, pipe data from CI and DI_A strata were 

stratified according to four break-types; ALL (represent corrosion, circular, leak, crack, and 

split break-types), circular (CIRC), corrosion (CORR) and leak (LEAK) break-types. Analysis 

of CIRC break-type for DI_A was not performed owing to less number of pipes that broke due 

to this break-type. Analysis for PVC stratum was not done owing to less number of breaks. 

Selection of variables were done using Akaike (1973) methodology and models for each break 

type developed and parameterized using Equations 3-4, 3-11, and 3-14, for Cox-PHM, WPHM 
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and Poisson Model respectively. The Significant variables and corresponding coefficients for 

CI and DI pipes are shown in Table 5-11, Table 5-12, and Table 5-13. 

 

Table 5-11: Sensitivity analysis for ALL break-types and corrosion break-type on CI pipe 

 ALL breaks Corrosion 

WPHM Cox-PHM Poisson WPHM Cox-PHM Poisson 

Intercept 7.36  -0.903 8.74  -1.85 

Scale 0.89   0.83   

Coefficients,
 β         

LENGTH, 
0β  -0.004 0.0041 0.0017 -0.006 0.0056 0.0035 

DIA, 
1β  -0.107 0.101 0.122    

PMP, 
2β  -0.48 0.46 0.204 -0.43 0.41 0.3 

FI,
 3β  -0.0021 0.002 0.0009 -0.004 0.0041 0.0026 

RD, 
4β    0.0041 -0.014 0.0134 0.095 

 

Table 5-12: Sensitivity analysis for Circular and Leak break-type on CI pipe 

 Circular Leak 

WPHM Cox-PHM Poisson WPHM Cox-PHM Poisson 

Intercept 8.87  -1.98 8.09  -1.25 

Scale 0.87   0.79   

Coefficients,
 β         

LENGTH, 
0β  -0.0048 0.0047 0.0032 -0.0041 0.0041 0.0022 

DIA, 
1β  -0.516 0.507 0.36 0.37 -0.36 -0.184 

PMP, 
2β  -1.02 0.985 0.68 -0.114 0.113 -0.044* 

FI,
 3β  -0.0028 0.0025 0.0013 -0.0034 0.0032 0.0021 

RD, 
4β  -0.0132 0.0127 0.0062 -0.0166 0.0156 0.0104 
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Table 5-13: Sensitivity analysis for ALL and Corrosion break-type for DI pipe 

 

All break types Leak Corrosion 

WPHM Cox-

PHM 

Poisso

n 

Cox-

PHM 

Poisso

n 

WPHM WPHM Cox-

PHM 

Poisso

n 

Intercept 7.96  -1.6  -1.9 8.48 8.48  -2.05 

Scale 0.78     0.68 0.76   

Coefficients,
 β           

LENGTH, 
0β  -0.0017 0.00066 0.0006       

DIA, 
1

β  -0.46 0.43 0.32 0.43 0.39 -0.43 -0.41 0.41 0.33 

PMP, 
2β  -0.8 0.8 0.64 0.69 0.57 -0.63 -1.09 1.12 1.0 

FI,
 3
β  -0.0041 0.004 0.0023 0.0055 0.0038 -0.0057 -0.005 0.0048 0.003 

RD, 
4

β     0.019 0.015 -0.02 -0.015 0.015 0.01 

 

From above tables, significant covariates do not vary greatly depending on pipe material and 

break-type. Results indicate that both physical and environmental covariates are important in 

the occurrence of a particular break-type in a pipe. The covariates found to significantly 

increase the hazards in all break-types (ALL, CORR, LEAK CIRC) in both material types were 

diameter and PMP (the covariate Pipe Manufacturing Period (PMP) represents the age of the 

pipe). 

 

As expected, old pipe in the system have a high risk of failing compared new pipes. Table 

5-11and Table 5-12, reveals that age of the pipe contributes to increase in the occurrence of 

circular break more than occurrence of any other break for CI pipes. Cox-PHM and WPHM 

predicted that old pipes increase this occurrence by a factor of 2.7 while Poisson predicts a 

hazard increase of a factor of 2 as compared to new pipes. Therefore, it is apparent that as CI 

pipe ages; it becomes more susceptible to circular breaks. This finding further confirms the 

finding by Makar et al. (2001) and in Figure 4-17 that CI pipe fails more as a result of circular 

breaks. For DI_A pipes (see Table 5-13), this covariate increases the hazard for the old pipes 

for the occurrence of corrosion break by a factor of 2.7 and 3 from Poisson Model and both 

WPHM and Cox-PHM models, respectively, more than occurrence of any other break. 

 

Except for leak break-type (Table 5-13), smaller diameter pipes increases the hazard of 

occurrence of a particular break-type as compared to large diameter pipes. For CI pipe, the 
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most impacted break-type is the circular break-type. Poisson Model and both Cox-PHM and 

WPHM predicts increase by a factor of 1.43 and 1.66, respectively, as compared to larger 

diameters. Further,  

Table 5-12 indicates that most of the pipe failing as a result of leak from joints and fittings are 

the large diameter pipes. It seems that as these pipes age, there joints and fittings loosen thereby 

increasing the chances of leak occurrence. From Table 5-13 , smaller diameter pipes increases 

the occurrence of all break-types (ALL, CORR, LEAK) for DI pipes almost equally. Both Cox-

PHM and WPHM predicts increase of the hazards by a factor of 1.5, while Poisson predicts an 

increase by a factor of 1.4. From Table 5-11, analysis of the CORR break-type for CI pipe 

indicate the occurrence of corrosion break-type is not influenced by the diameter as it was 

found not to be significant. 

FI was found to be very significant in both pipe materials but increased the rate of failure 

marginally for all the pipe materials. All the models predicted an increase of the hazard by a 

factor of 1. For both pipe materials, RD covariate was significant when CORR, LEAK and 

CIRC break-types were considered separately but was not significant when all break-types 

were pooled. Just as for the FI covariate, the influence of this covariate on the hazard rate was 

found to be low with all the models predicting an increase the hazards by a factor of 1. The 

occurrence of either leak or corrosion break-type for DI_A pipes (Table 5-13) is not influenced 

by the length of the pipe. This covariate was found to contribute marginally to the occurrence 

of CI break-types and ALL break-types for DI_A pipes. 

 

From this analyses, both environmental and physical pipe attributes influences the occurrence 

of a particular break-type occurring in a pipe. However, the contribution of these variables 

differs with physical pipe attributes influencing the occurrence of particular break-type more 

than environmental variables. 

 

5.6 Model Verification 

 

To test the accuracy of the models, the prediction of the number of breaks in the test data set 

was carried out using 30% of the data in each stratum. Model parameters used in verification 

were estimated from the training data set and are contained in Table 5-2, Table 5-3, and Table 

5-4. The results from each pipe stratum are discussed in the following paragraphs. 
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The observed and predicted breaks from Cox-PHM, WPHM and Poisson Model for DI pipes 

are presented in Figure 5-14. The diagonal line in this figure indicates the ideal line (where the 

predicted breaks equals the observed breaks) which signifies the best fit of data between the 

observed and the predicted breaks. 

 

From this figure, it is clear that most of the predicted and the observed breaks from the WPHM 

are concentrated on the ideal line. This result signifies that the model seem to predict well the 

observed breaks from the DI_A pipe strata. For the PM, in the early stages of the pipe life, most 

of the predicted breaks are below the ideal line indicating that the model underestimated the 

prediction of breaks for the DI_A pipe. However, in the fast breaking phase of the pipe, most 

of the breaks are concentrated on the ideal line indicating that the model predicted well the 

breaks in this phase. Therefore, prediction accuracies of the PM varies as the pipe moves from 

one phase to another with high accuracies obtained as the pipe moves from the slow to fast 

breaking phase. 

 

Further from Figure 5-14, for Cox-PHM it can be seen that most of the predicted breaks in the 

slow and fast breaking phases are above the ideal line. This result indicate that the model 

significantly underestimated the breaks of these phases. However, for the last periods of the 

pipe life, the model seemed to accurately predict the breaks as can be seen by the concentration 

of breaks on the ideal line. Similar to results from training section, the accuracy of prediction 

from Cox-PHM seem to decrease as the pipe moves from slow to fast breaking phases of pipe 

life. 

 



102 

 

Figure 5-14: Observed and Predicted number of breaks for DI pipe strata 

 

The observed and predicted breaks from Cox-PHM, WPHM and Poisson Model for CI pipes 

are presented in Figure 5-15. Similar to the results from the DI_A pipe, the diagonal line in this 

figure indicates the ideal line (where the predicted breaks equals the observed breaks) which 

signifies the best fit of data. 

 

As can be seen in the figure, most of the breaks from the WPHM are concentrated on the ideal 

line. This result indicates that the model predicted the breaks for this pipe stratum well. 

However, as indicated by breaks below the ideal line, the model somehow overestimated some 

of the breaks in the fast breaking phase. 
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Figure 5-15: Observed and Predicted number of breaks for CI pipe strata 

 

For the PM, most of the breaks in the early phase of pipe life are below the ideal line indicating 

the levels of overestimation of the breaks for this pipe (Figure 5-15). However as the pipe 

moves from slow to fast breaking phase, the prediction accuracy of the model increases. This 

result is shown by breaks closer to the ideal line in the figure. 

 

Modelling results from Cox-PHM from the above figure indicates that during the slow breaking 

phases of the pipe, most of the breaks are closer to the ideal line. This result indicated that the 

model somehow predicted well the breaks in this phase. However, as the pipe shifts from slow 

to fast breaking phase, most of the breaks are observed to lie above the ideal line indicating the 

high levels of underestimation of predicted breaks. 

 

Correspondingly, the observed and predicted breaks from Cox-PHM, WPHM and Poisson 

Model for PVC pipes are presented in Figure 5-16. Similar to the results from the PVC pipe, 
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the diagonal line in this figure indicates the ideal line (where the predicted breaks equals the 

observed breaks) which signifies the best fit of data. 

 

Figure 5-16: Observed and Predicted number of breaks for PVC pipe strata 

 

As can be seen from the figure below, most of the breaks from the PM lie close to the ideal 

line. The result signifies that the model predicted best the breaks for pipe stratum. However for 

Cox-PHM and WPHM, most of the breaks are under and more so, further away from the ideal 

line. Therefore, this signifies that these two models overestimated the breaks for the PVC pipes. 

 

From the prediction results, it is therefore fairly reasonable to assume that the break trend of 

the PVC pipe completely differs from that of metallic pipes as the number of breaks does not 

increase as the pipe ages. Furthermore, from the analysis given in Section 4.3.3 for the break 

rate of the PVC pipe, the risk factors do not seem to accelerate its failure rate. 
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In summary, the prediction results from the three models elicited varied results in the prediction 

of breaks for the metallic and PVC pipes. Cox-PHM seems to somehow predict well the slow 

breaking phase of metallic pipes but as the number of breaks increases (rapid breaking phase), 

its prediction accuracy decreases. For the PM, overestimation of the breaks is observed in the 

slow breaking phases of metallic pipes, but the accuracy of the prediction increases as the pipe 

enters fast breaking phase. In all cases, WPHM better explains both the breaking phases of the 

metallic pipes. In the case of the PVC break prediction, both Cox-PHM and WPHM poorly 

predicted the number of breaks, but PM predicted accurately the breaks. 

 

5.7 Model Evaluation 

The performance of the Cox-PHM, WPHM and PM in the prediction of pipe breaks is presented 

in Table 5-14. As previously discussed in Section 3.2.4, performances of the models were 

measured using Root Relative Square Error (RRSE), Mean Absolute Error (MAE), Root Mean 

Square Error (RMSE), and Relative Absolute Error (RAE).  

Table 5-14: Performance of Cox-PHM, WPHM, and PM on Break Prediction for DI, CI and PVC strata 

Models 

RRSE MAE RMSE RAE 

DI CI PVC DI CI PVC DI CI PVC DI CI PVC 

Cox-PHM 0.47 0.5 1.56 10.4 10.6 28.9 14 16 45.0 0.5 0.41 1 

WPHM 0.33 0.31 1.9 5.8 7.3 29.1 9.37 9.7 55.1 0.26 0.29 1 

PM 0.43 0.35 0.94 10.1 8.9 1.08 12.2 11 1.6 0.44 0.36 0.79 

As can be seen from the table, when all the evaluation measures were performed for all the 

models considered, it is apparent that the WPHM was ranked the highest. In the case of the 

RRSE measure for the DI pipe, WPHM had a performance value of 0.33 against 0.47 and 0.43 

from Cox-PHM and PM, respectively. The same case under the same performance measure 

applies for the CI pipe. Similarly for the MAE measure, WPHM had the highest performance 

value of 5.8 compared to 10.1 and 10.4 from PM and Cox-PHM, respectively. Moreover, it can 

be noted form the table that the performance of the PM and the Cox-PHM were close in some 

cases of evaluation. For example, the performance measures MAE and RAE indicated very 

close performance values for both the CI and DI_A pipes. These results shows that the models 

almost produced similar results though it is clear that PM is a far superior model. 
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Generally for all the performance measures for metallic pipes, results from Table 5-14 indicate 

that the best performing model in the prediction of these pipes is the WPHM. This is then 

followed by the PM and Cox-PHM, respectively.  

For the prediction of the PVC pipe failure, all the four performance measures indicate that the 

PM performed best in the prediction of pipe breaks for the PVC pipe. In the case of the RRSE 

performance measure, PM had the highest performance value of 0.94 compared to 1.56 and 1.9 

from the Cox-PHM and WPHM, respectively. Similarly, RAE performance indicator had a 

value of 1.08 for PM compared to 28.9 and 29.1 from the Cox-PHM and WPHM, respectively. 

For the other indicators, they follow similar trend in the order of PM, Cox-PHM and WPHM. 

However, it can be noted from the table that the performance of the Cox-PHM and WPHM 

were very close especially for MAE and RAE indicating that these models almost produce the 

same prediction results, though the Cox-PHM was more superior than the WPHM in all cases. 

In conclusion, the model performance results indicate that WPHM is well suitable for 

modelling the metallic pipes breaks while PM is well suited for the PVC breaks pipes. In all 

the categories analyzed, Cox-PHM gave the lowest performance indicating that the model gives 

low prediction results for the metallic and PCV pipes. 
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Chapter	6	

6 Conclusion and Recommendations 

 

This section presents the summary of findings of this study. Also, recommendations on the 

suitability of the models for predictions of pipe breaks are outlined. 

6.1 Conclusion 

 

This thesis presented the use of Proportional Hazard Models (Cox-PHM and WPHM) as well 

as PM in the prediction of number of pipe breaks for the City of Calgary Water Distribution 

Network (CCWN). The use of Cox-PHM model in prediction of number of pipe breaks had 

been restricted by the undefined baseline hazard function thereby limiting it to application in 

evaluation of the effects of covariates on the hazard rate of pipes. However, the methodology 

proposed and applied in this thesis involves the application of simple curve fitting techniques 

to estimate the baseline hazard equation. The resulting equation was used in prediction of the 

number of pipe breaks for CI, DI_A and PVC pipes. The results from this model were then 

compared to results from WPHM and Poisson Model.  

The major findings from the analysis of pipe data were: 

• Most of the failures occurring on the CCWN occur on the metallic pipes with very small 

number of breaks occurring on PVC pipes.  

• The overall shape of breaking pattern for the CCWN is influenced by the CI pipe 

material. DI, YDI and PVC pipe material does not seem to be affected by seasonal 

variation. 

• The type of failure occurring on a pipe is dependent on the pipe material type with 

corrosion failure type significantly affecting DI pipe while circumferential break mostly 

affecting CI pipe. However, PVC pipe seem not to be prone to any break-type. 

• Pipe failure follows the weather patterns with most failures occurring during winter 

period with less breaks occurring in summer. 

• An inverse relationship between pipe diameter and pipe failure exists. As the diameter 

increases, the number of breaks observed by a pipe decreases. 
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• A higher likelihood of re-break exist for a pipe that has a failure history, with a higher 

chance of failure occurring within a short distance from the location of the last failure 

• Cathodic protection significantly reduces the chances of pipe failing 

• Though age of the pipe does contribute linearly to the increase in the pipe breaks, 

however, younger pipes seem to be more prone to pipe breaks than older pipes 

6.1.1 The Most Important Covariates  

• Pipe physical covariates, environmental and operational factors were found to be 

critical in influencing the occurrence of a pipe failure. 

• However, the most critical covariates were found to be physical and operational 

covariates 

• Impacts of covariates differs according to pipe material with metallic pipes more prone 

than PVC pipes 

• DI pipe more prone to failure than the CI pipe. 

6.1.2 Covariates Impacting a Particular Break-Type 

• The most important covariates are physical and environmental covariates 

• However, the most critical are age of pipe and the pipe diameter 

6.1.3 The Robust Model for the City of Calgary Water Network 

• The accuracy of prediction by the three models differed depending on the pipe material.  

• The WPHM captured the failing trends of the metallic pipes better than the Cox-PHM 

and PM models 

• Accuracy of the PM model increased as the number of breaks increases, while the 

accuracy of the Cox-PHM decreased with increase in breaks 

• PM explained the failing trend of the PVC pipes better 

6.1.4 Suitability of the Cox-PHM for break prediction 

• The model produced good results for the CCWN 

• Captured the slow breaking phases of the pipe better than the fast breaking phases, thus 

suitable for young systems 

• Appealing method because it does not impose distribution on data 
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6.2 Recommendation 

From the study conducted in this thesis, the following recommendations are made: 

• Priority replacement should be given to DI more than CI pipes  

• PVC pipe should be used in replacement and rehabilitation of the city’s system, 

however final decisions should be made in accordance with life cost analysis of the 

pipe. 

• The metallic pipes should be replaced once the fourth break has occurred 

• Combination of models should be applied in the prediction of breaks for the city of 

Calgary, with WPHM model being applied in metallic pipes while pm be used for PVC 

pipes 

• Kenyan water companies should be encouraged to keep pipe infrastructure data in order 

to facilitate a similar study to be done, and ensure that informed decision on pipe 

replacement and rehabilitation is done.  
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8 Annexes 

8.1 A-1: Climatic Data 

 

Date/Time Year Month 

Mean 

Max 

Temp 

(°C) 

Mean 

Temp 

(°C) 

Mean 

Min 

Temp 

(°C) 

Extr Min 

Temp 

Flag 

Total 

Rain 

(mm) 

Total 

Snow 

(cm) 

Total 

Precip 

(mm) 

1956-01 1956 1 -9.6 -14.7 -19.7 S 0 34.5 34.5 

1956-02 1956 2 -6.3 -11.8 -17.3  0 11.2 11.2 

1956-03 1956 3 1 -4.5 -9.9  0.5 24.4 24.9 

1956-04 1956 4 7.6 1.7 -4.3  0.8 28.2 29 

1956-05 1956 5 17.4 10.4 3.3  21.6 8.6 30.2 

1956-06 1956 6 19.8 13.6 7.3 S 130.6 0 130.6 

1956-07 1956 7 22.9 16.6 10.2  38.6 0 38.6 

1956-08 1956 8 21.8 15.3 8.8 S 79.2 0 79.2 

1956-09 1956 9 17.3 10.5 3.6 S 21.1 0 21.1 

1956-10 1956 10 9.7 3.1 -3.6 S 0.3 20.8 21.1 

1956-11 1956 11 7.7 1.6 -4.6 S 0 12.2 12.2 

1956-12 1956 12 -0.3 -6.8 -13.3  0 21.3 21.3 

1957-01 1957 1 -9.3 -14.6 -19.9  0 25.1 25.1 

1957-02 1957 2 -3.6 -9.9 -16.1  0 13.7 13.7 

1957-03 1957 3 2.8 -1.9 -6.5  0.3 16.5 16.8 

1957-04 1957 4 9.3 3.4 -2.5  8.4 17.8 26.2 

1957-05 1957 5 17.7 10.7 3.6  10.7 10.4 21.1 

1957-06 1957 6 19 12.9 6.7  64 0 64 

1957-07 1957 7 24.2 16.7 9.2  41.7 0 41.7 

1957-08 1957 8 19 13.1 7.1 S 78.7 0 78.7 

1957-09 1957 9 18.8 12.5 6.1  26.7 0.3 26.9 

1957-10 1957 10 6.5 1 -4.6  3 47.2 50.3 

1957-11 1957 11 4.2 -1.1 -6.4  0.3 23.9 24.1 

1957-12 1957 12 3.8 -2.4 -8.6  0 5.3 5.3 

1958-01 1958 1 3.7 -2.2 -8.1  0 7.9 7.9 

1958-02 1958 2 -6.3 -10.7 -15.1  0 19.6 19.6 

1958-03 1958 3 -3.6 -7.8 -12  0 25.1 25.1 

1958-04 1958 4 8.6 3.7 -1.3 S 11.9 30.7 42.7 

1958-05 1958 5 20.9 13.1 5.2  15.5 0 15.5 

1958-06 1958 6 19.1 13.5 7.8  96 1 97 

1958-07 1958 7 22.3 15.9 9.4  60.7 0 60.7 

1958-08 1958 8 24.7 17.1 9.5 S 17.3 0 17.3 

1958-09 1958 9 17.6 10.7 3.8  56.9 0.3 57.2 

1958-10 1958 10 15.3 7.5 -0.4  2 0 2 

1958-11 1958 11 1.9 -3.2 -8.3  0 17.3 17.3 

1958-12 1958 12 0.7 -4.4 -9.5  0 6.4 6.4 

1959-01 1959 1 -8 -13 -17.9  0 11.2 11.2 
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1959-02 1959 2 -4.4 -10.3 -16.2 S 0.3 17.3 17.5 

1959-03 1959 3 6.1 0.9 -4.3  0 8.1 8.1 

1959-04 1959 4 10.4 3.7 -3.1  1 24.9 25.9 

1959-05 1959 5 13.5 7.2 0.8  10.4 35.8 46.2 

1959-06 1959 6 19.4 13.4 7.3  116.6 0 116.6 

1959-07 1959 7 24.9 17.4 9.8  58.4 0 58.4 

1959-08 1959 8 19.1 13.3 7.4 S 65.8 0 65.8 

1959-09 1959 9 14.5 8.8 3  17 1 18 

1959-10 1959 10 9.3 4.1 -1.2  5.3 4.3 9.7 

1959-11 1959 11 1.2 -4.3 -9.8  0.8 36.6 37.3 

1959-12 1959 12 3.9 -1.5 -6.9  0 14 14 

1960-01 1960 1 -4 -9.4 -14.7  0 19.8 19.8 

1960-02 1960 2 -3.2 -8.1 -13  0 31.2 31.2 

1960-03 1960 3 0.6 -5 -10.5  0.3 5.6 5.8 

1960-04 1960 4 11 4.6 -1.9  0 30.2 30.2 

1960-05 1960 5 15 8.9 2.7  51.8 1 52.8 

1960-06 1960 6 19.5 13.3 7 S 86.1 0 86.1 

1960-07 1960 7 26.3 18.6 10.9  42.7 0 42.7 

1960-08 1960 8 21.9 15.2 8.5 S 41.7 0 41.7 

1960-09 1960 9 19.2 11.4 3.6  11.7 0 11.7 

1960-10 1960 10 13.5 7.2 0.8  5.8 14 19.8 

1960-11 1960 11 2.2 -3.3 -8.8  0 15.5 12.7 

1960-12 1960 12 1.5 -4.7 -10.8  0 26.2 17.5 

1961-01 1961 1 2.6 -3 -8.6  0 9.1 5.6 

1961-02 1961 2 1.2 -4.2 -9.5 S 0 44.2 30 

1961-03 1961 3 4.4 -0.8 -6  1 5.6 4.8 

1961-04 1961 4 8.4 2.6 -3.2  6.6 37.1 37.8 

1961-05 1961 5 16.4 10.5 4.6 S 34 10.9 42.7 

1961-06 1961 6 25.9 17.7 9.4  9.9 0 9.9 

1961-07 1961 7 23.7 17.1 10.5  153.7 0 153.7 

1961-08 1961 8 25.8 18 10.1  26.7 0 26.7 

1961-09 1961 9 14.9 8 1  20.8 2 22.1 

1961-10 1961 10 10.3 4.5 -1.4  3 47.5 41.4 

1961-11 1961 11 2.8 -3.5 -9.8  0 5.6 3.8 

1961-12 1961 12 -5.1 -11.1 -17 S 0 17.8 12.4 

1962-01 1962 1 -1.6 -8 -14.3  0 16 11.7 

1962-02 1962 2 -3.9 -9.6 -15.3  0 17.3 11.2 

1962-03 1962 3 -0.2 -6.1 -11.9  0 14.2 10.4 

1962-04 1962 4 13.9 6.4 -1.2  0 20.1 15 

1962-05 1962 5 14.9 8.8 2.6  51.6 10.9 56.9 

1962-06 1962 6 21.3 14.5 7.7  45.2 0 45.2 

1962-07 1962 7 22.8 15.5 8.2  33.3 0 33.3 

1962-08 1962 8 22.6 15.5 8.3  51.3 0 51.3 

1962-09 1962 9 19.3 11.6 3.8  21.6 11.4 26.9 
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1962-10 1962 10 14.7 7.7 0.6 S 8.1 2 9.7 

1962-11 1962 11 7.3 1.4 -4.5  1.3 3.6 4.3 

1962-12 1962 12 2.1 -4.7 -11.4  0 10.2 7.6 

1963-01 1963 1 -4.6 -11.1 -17.6  0.3 36.1 25.4 

1963-02 1963 2 2.2 -2.9 -7.9  0.5 13 7.9 

1963-03 1963 3 6.2 0.2 -5.9 S 0 18.8 14.2 

1963-04 1963 4 10.8 4.2 -2.4  6.9 14 19.1 

1963-05 1963 5 15.9 9.2 2.4  2.8 19.6 19.6 

1963-06 1963 6 20.6 14.2 7.8  146.3 0 146.3 

1963-07 1963 7 23.4 16.9 10.3 S 90.4 0 90.4 

1963-08 1963 8 23.8 16.8 9.8  16.8 0 16.8 

1963-09 1963 9 22.2 14.8 7.3 S 50.5 0 50.5 

1963-10 1963 10 16.4 8.9 1.4  0 0 0 

1963-11 1963 11 2.7 -3.8 -10.2  0 19.6 13.2 

1963-12 1963 12 -1.6 -8.3 -14.9  0 23.4 21.1 

1964-01 1964 1 -0.8 -6.4 -11.9  0 5.8 1.8 

1964-02 1964 2 5.8 -0.1 -5.9  0 2 2 

1964-03 1964 3 0.4 -6.3 -12.9 S 0 17.5 8.4 

1964-04 1964 4 10.2 3.7 -2.9 S 0.3 18.3 13.2 

1964-05 1964 5 15.6 9.9 4.1  58.7 5.1 63.8 

1964-06 1964 6 20.1 13.9 7.7  101.6 0 101.6 

1964-07 1964 7 24.9 17.4 9.9  72.1 0 72.1 

1964-08 1964 8 22.4 15 7.6 S 8.1 0 8.1 

1964-09 1964 9 14.4 8.4 2.4  51.3 6.1 57.4 

1964-10 1964 10 15.2 8 0.8  7.1 15.2 18 

1964-11 1964 11 1.1 -3.8 -8.7  0 29 20.8 

1964-12 1964 12 -11.7 -17.2 -22.6 S 0 33.5 24.1 

1965-01 1965 1 -5.6 -11.8 -17.9  0 17.3 11.7 

1965-02 1965 2 -1.5 -8.1 -14.6 S 5.1 16.8 16 

1965-03 1965 3 -2.8 -8.2 -13.6  0.3 24.1 16 

1965-04 1965 4 9.3 3.5 -2.4 S 2.3 11.7 12.4 

1965-05 1965 5 15.2 8.4 1.6  36.1 8.6 44.2 

1965-06 1965 6 18.6 12.5 6.4  169.9 0 169.9 

1965-07 1965 7 23.3 16.9 10.4  117.6 0 117.6 

1965-08 1965 8 23 16.6 10.2 S 69.9 0 69.9 

1965-09 1965 9 10.4 5.1 -0.2  52.6 33 81.5 

1965-10 1965 10 15.9 8.4 0.8 S 11.2 0.3 11.4 

1965-11 1965 11 0.2 -5.7 -11.6  0.3 43.7 31 

1965-12 1965 12 -3.9 -9.6 -15.3 S 0 12.4 7.6 

1966-01 1966 1 -12.6 -18 -23.3 S 0 11.7 10.2 

1966-02 1966 2 -0.9 -7.2 -13.4  0 7.4 5.3 

1966-03 1966 3 5.7 -0.6 -6.8  0 5.8 4.8 

1966-04 1966 4 7.2 0.8 -5.7  0.8 59.7 42.7 

1966-05 1966 5 17.3 10.2 3 S 57.7 1 58.4 
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1966-06 1966 6 18 11.9 5.7 S 79.2 0 79.2 

1966-07 1966 7 21.7 15.6 9.5  113.3 0 113.3 

1966-08 1966 8 20.6 13.9 7.1 S 30.5 0 30.5 

1966-09 1966 9 20.8 13 5.1 S 4.6 0 4.6 

1966-10 1966 10 11.8 5.2 -1.4  6.9 14.5 14.5 

1966-11 1966 11 -1.5 -7.7 -13.9  0.5 53.8 33.8 

1966-12 1966 12 -2.4 -7.7 -12.9 S 0 8.9 5.6 

1967-01 1967 1 -5.6 -11.7 -17.7  0 32 20.6 

1967-02 1967 2 1.3 -5.3 -11.8  0 13.7 9.7 

1967-03 1967 3 -2.3 -7.9 -13.4  0 26.4 19.6 
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8.2 A-2: Cox Proportional Hazard Assumption 

 

 

Figure 8-1: Schoenfield’s residuals for the DI pipe strata with less than one break 

 

Figure 8-2: Schoenfield’s residuals for the DI pipe strata with more than one break 
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Figure 8-3: Schoenfield’s residuals for the DI pipe strata with more than one break 

 

 

Figure 8-4: Schoenfield’s residuals for the PVC pipe strata  
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