FACTORS INFLUENCING POLICY RESEARCHERSBEHAVIORAL IN TENTION
TO USE OPEN DATA TECHNOLOGIES IN NAIROBI, KENYA

CECILIA WANGECI MUIGA

A Research Project submitted to the School of Comping and Informatics-University
of Nairobi, in partial fulfilment of the requireme nts for the award of Masters of Science

in Information Technology Management

2016



DECLARATION

This research project is my original work and te biest of my knowledge, has not been

presented to any other university for the award dégree.
Signature ..., Date ....oooiiiiii,

Student: Cecilia Wangeci Muiga
Registration Number: P54/72777/2014

This research project has been submitted for exatmnmwith my approval as University
Supervisor.

Signature ..., Date ..o
Supervisor: Dr. Robert Oboko

School of Computing and Informatics

University of Nairobi



DEDICATION

This work is dedicated to my parents and siblirgsttieir moral and financial support, and
continuous belief in me. My dedication also goesnyp adorable friends for inspiring and
challenging me throughout this journey. In all yoemdeavors, remember that in life
achievers rarely sit back and let things happeahem, they go out and make things happen.
Thank you and God bless you all abundantly.



ACKNOWLEDGEMENT

Special thanks and acknowledgements are extendew wupervisor Dr. Robert Oboko for
his encouragement, vital guidance, knowledge, abdity and willingness to assist me in
successfully conducting this study, despite hikttgchedules. My appreciation also extends
to all the lecturers of School of Computing andotniatics at University of Nairobi, for
providing the foundational knowledge necessarynfiaking this research successful. To all
my fellow classmates, thank you for your knowledgatributions, your company and co-
operation made my studies enjoyable. All of youldessed.



Table of Contents Page

D =Tod = = 11 0] o PP TTPPRTPP ii
[D7=To [[or=1 (o] o [P TTTTPPPTP i
F ot L0111 =T o =T 0 =T o | S \Y
[ 0 I IF= 1 o] L= PP PPPPPPPPR vii
S o TS PPPPRPP Vil
(IS o Y o] 1= o [0t 2S PSSR IX
Acronyms and ADDIEVIALIONS .........coooiiiiiiieiiii e e e e e e X
Y 0111 7= Tod PP STRSPRP Xil

CHAPTER ONE: INTRODUCTION

1.1. Background Of the STUAY .........cooiii e e e 1
1.1.1 History of Open Government Data......ccccccciiiiiiiiiiiiiiiiiii e eeee e eeeeeeaaeees 1

1.1.2 Open data teCNNOIOQY ......coeeiiiiiiiiiierr e e e e e e e e e aeeees 2
1.1.3 Use of Open data teChNOIOQY .........ccemmmmereeriiiiiiiee e e e e e e e 3
1.1.4 Open data technology for Policy ResearCh...........cccooeviiiieiiiiiiiieceeee 4

1.2. RESEArCh ProbIEM ... 5
1.3. RESEAICN ODJECHIVES......cceiiiiiiii e e e ettt e e e e e e e e e e aaeeeeeennnnes 6
I o )V o 0 1 1= TS = U 6
1.5. Significance Of the StUAY ...........uuiiiiie e 7
1.6. SCOPE Of the STUAY ... e e e e e e e e e e eeeennees 7
1.7. Limitations and ASSUMPLIONS .....cceiiiiiiiiiiiiiiiiaaeee e e e e e e e e e e eeeeeeeseeenns e e e e e e e e e e eaeeas 8
1.8. DefiNItION Of LEIMS ...ttt e e e e e e 8

CHAPTER TWO: LITERATURE REVIEW

2.1, TREOIEUICAl REVIBW ... e a e e e e s 9
2.1.1. Theory Of REASONEU ACHION .......uuuitmmmmmmm oo eee ettt e e e e e e e e aea e e e e e e e eeeeeeeeennnees 9
2.1.2. Theory of Planned BEhaVIOUT ..........coueeeeuiiiiiiiiieieie e 10
2.1.3. Technology Acceptance MOEI ... 10



2.1.4. Unified Theory of Acceptance and Use of iF@ogy ........cccoeeeeeeeeiiiveieeiiiiiiiiccceee 12

A = 4] o o= LI L= = 13
2.2.1. Influence of Performance EXPECIANCY o eevvviireniiieii e eeeeeeeeeeeeeeae e 13
2.2.2. Influence of Effort EXPECIANCY ... eeeeeeereiiieiiiiiiiiiiiaaseeeeeeeeeesssssaeeesseeseeesnnsnnnnnns 14
2.2.3. Influence of Social INfIUENCE ... 15
2.2.4. Influence of Facilitating CONAItIONS ...ceuuiiiiiiiiiiiiieiiee e 16
2.2.5. MOderators EffECtS........cooiiiiiiiie e 17
2.2.6. Critique Of EXIStING LILEIatUIE .......coueeiiiiiiiieee e 18
2.3, RESEAICH GAP .uttitiiiiiiii it a e e e e e e e e earaaaaa 18
2.4, Conceptual FrameWOTK .............uuuutcummmmm e eeeeeeeeeeeteeeeeiiiiaas e e e e e e e aaaaaeeeeeaaaaeeeeeeessennnnns 18
CHAPTER THREE: RESEARCH METHODOLOGY

3.1, RESEAICH DESIGN......cciiiiiiiiiiiiiii e e e et et e et b e e e e e e e e e e e e e eeeeenee 20
3.1.1 Research PhilOSOPNY ........u e 20
3.2, Target POPUIALION........ciieeieiiei e e e e e e e e e s e e e e e e e e e e eeeeeanennes 21
G0 T - 121 o] 11T P UPSUPR 22
G Tt I S 7= 10 o] [T 2 22
3.3.2. SamPling TECANIQUE .........cooeieeet ettt s s s e e e e e e e e e e e e e e aeeeeeeaeeeeeeesesennnnnas 22
3.4, DAta COIECHION .....eeeiiiiiiiiiieee e ettt e e et e e e e e e e e e e e e eas 23
Gt I 1153 11U 4T =T 016 23
3.4.2. PIOCEAUIE ...ttt ettt ettt e e e e e e e e e e e emr e e e e et e e e e e e e e e e e e e e e e e aananes 24
I T 1 (0] B =] ST PPPPPPPPPPPPRP 24
K TN Y - 11T 11 YRR 24
KT o =1 1= o] 111§ 24
3.6. Data Analysis and PreSEntation ....... .. cciieeeieiiiiuimiieae e eeeeeseeeeaaaaeeeeeeeeessnnnnn 25
CHAPTER FOUR: RESEARCH FINDINGS AND DISCUSSION

4.1, RESPONSE RALE.....ccceiiiiiiiiieeeee s s ettt e e e e e e et e ettt e e e e enat e e e aa e e ean e e e eeanneeeanns 26
4.2. DemographiC CharacCteriStiCS.........ciueieeeeiiiiiiiiii e e s 26

vi



B2, 2P0 ..ottt ettt ettt ettt ettt ettt et et ettt et 27
G B d 0 1= 1= T = PSSR 27
4.2.4LeVel OF EQUCALION ........oiiiiiiiiiitt o ettt e e e e e e e 28
4.2.5Nature of OrganiZatiOn .........coooiiiiiiiieeiieiii e e e e et enaar e e b e e e e e e eaaaas 28
4.2.6S0urces Of KeNya OPeN DAta............cmmmmmeeiiiiiiieiiiiiiiiiiiieaa e eeaaaeeae e e e e e e eeeeeeenenees 29
4.2.7Use of Kenya Open Data Platform ... 29
4.2.8 Kenya Open Data Platform TOOIS........uceeiiiiiiiiiieeiie e e e 30
4.2.90pen Data ChallENQES...........oooeeit et eeetiieesa s e e e e e e e e e e e eeeeeeebbbsnnanasesbnanaa e e e e eeeeaaaas 31
4.3. BeNaVIOral INTENTION. .........ueiiiiiii ettt e e e e e e e e e e e e e e e e 32
4.4. Performance EXPECILANCY ........ccciiiiiceeeemmie e e e e eeeeeee ettt s s s s e e e e e aeaaaaaaaeaaaeaaeeeesnsnnnnns 36
T = 0] A = d 01T o = g o3 SR 37
4.6. SOCIAl INFIUBNCE ... e 38
vy o= od |11 =1 o T @ T 11 1] 1 39
4.8. Moderating Effects of Gender Age and EXP@EBEN..........cccoeeeeieeiiieeeeeeiiiiieeee e 40
4.9. UTAUT Model in the Context of Open data tedlogy ...............coovvvvviiiiiiiiiiiieeeeeeee, 44
4.10. Hypothesis TeStiNG SUMMAIY .........uuuuuuuiiiiieieeeeeeeeeeeeeeeeeesannnnn e s seeeaesssaeeeeeaeaseeeees 45
v N @ o) 1 g =1 1Y/ o o [ SRR 46

CHAPTER FIVE: CONCLUSIONS AND RECOMMENDATIONS

5.1, SUMMATY FINGINGS ..ottt e e e e e et ettt s e e e e e e e e e e e eaeeeees 47
5.2. Recommendations fOr PraCliCe ........ciiccceeeeiiiieiee e 47
5.2.1. Emphasis on benefits and improved perforBanc..............ceeiiieneeeeeiieeieeeee e 47

5.2.2 Effort eXpectanCy Strat@gIeS.........coree i e e e e e e e e e e e e e e eeeeeaeeaanne 48
5.2.3 SOCIAl SIrAEQIES ... .o i it ceeemem ettt n e e e e e e e e e e e e e eeeeernrrae 48
5.2.4 Support as a facilitating CONAITION .......ccoeiiiiiiiiieee e 48
5.2.5 HEterogeNEItY Of USEIS ...ccoeiiiiiiiiiaeeeeeeieitiiiiese e e e e e ettt e e e e e e e e e e e eees 49
5.3. Recommendations for further reSearch ......cc...ccoociieiiii e 49

Vii



5.3.1. Actual use and VOIUNTANNESS Of US .« ameaceeee et eeeens 49

5.3.2. Facilitating conditions in developing COUBRE...............coovivveeeeiiiiieeiieee e s e eeeeeeeaeas 49
5.3.3. Theories specific to the open data CONtEXL..........ccceeeieiiiiiiiiiee e 50
5.4, CONCIUSION ..ottt emm ettt e et e e e e e smmn e e e s s s e e e e e e e s nnnr e e e e e e e anns 50
RETEIENCES LIST. ...ttt ettt e et e e e e e e e e s s e e e e e et e e e e e e e eeaaaaaaaaaanns 51
Y o] o1=] Lo [To =1 J PP SRSSTRP 59

viii



List of Tables
Table 3.1 Target Population..............c.oooiiiiiiiiiii e 21
Table 3.2 SaMPIE SIZe. ..o e e a0 32
Table 3.3 Reliability COeffiCIENtS.......c.virie e e e e nea s 25
Table 4.1ReSPONSE RALE ......oviiii i e et e e et ermmmme e e 26

Table 4.2 Gender of RESPONAENTS .........c.cvviriieieie i e e e e e e e eeeeaaeeeen0 20

Table 4.3Ag€ Of RESPONUENTS. .. .....oii i et i e e e e erreee e as 27
Table 4.4 Experience in using technical to0IS. ........... o 27
Table 4.5 Highest Academic Qualification...............cooiiiiit i, 28

Table 4.6Nature of Organization.............ccuieiiiii im0 28

Table 4.7Source of Kenya Public Sector Open Data............cccevvviiiiviiiiiiinnieeeeeeeeeeee 29
Table 4.8Use of Kenya Open Data Platform..............ocoiiiiiii i, 30
Table 4.9Respondents Opinion on Usefulness of @@ta ToolS...............coovevvennnnn. 31
Table 4.10 Kenya Public Sector Open Data Challenges...............c.ccoviiiiiiiinnnnn. 32

Table 4.11 Respondents Opinion on Behavioral Idant.......................ccceeeeenn el 32

Table 4.12 Summary of COrrelationS...........cc.viie it e s e e e e 33
Table 4.13 Regression AnalysiS ReSUIS.......c.voiiii it e e e 34
Table 4.14 Regression Coefficients of all variables................cccooiii i, 35

Table 4.15Respondents Opinion on Performance EXPEEL..............ccccceeeiveiviiiiiinieeeeens 36
Table 4.16Respondents Opinion on Effort EXpectancy...........c.ccovvuvveeveiviienieiinnneenn 37

Table 4.17Respondents Opinion on Social INflUENCE. .. v iiiiiiiiiiiiiiiiiiie e, 38
Table 4.18Respondents Opinion on Facilitating Ciomms..............ccccoeeeeeeveeiiiiieeeeeeiien, 39



Table 4.19 Moderating Effects of Gender.............oviii it it e 40

Table 4.20Moderating Effects Of AQe.......ovvieiir i e e 41
Table 4.21Moderating Effects of EXPErience ...........ccoviriieieeiii i i 42
Table 4.22 Regression analysis for the modified UTAnodel..................ciiiiiiiiinns 44
Table 4.23 Hypothesis Testing ReSUILS..........cooi i eeeans 45



List of Figures

Figure 1.1 Open Data Platform Infrastructure...............cccviiiiiiiiiiiiiici e a2

Figure 2.1 Theory of Reasoned ACLION..........ooveie it e v e e eae eaeaens 9
Figure 2.2 Theory of Planned Behavior...........c..oo oo e e e e e 10
Figure 2.3 Technology Acceptance Model..........cooi i e e e e 11

Figure 2.4 Technology Acceptance Model 2...........cooiiiiiiiiiiiiciicci el 11
Figure 2.5 Unified Theory of Acceptance and Us&edhnology.................ooooviinnn. 12
Figure 2.6 Conceptual Framework. .. ..o e 19

Figure 4.10ptimal Model ... e . D3

Xi



List of Appendices

Appendix |: INtrodUCHION Letter. ... ..o e e e e e e e e 59

Appendix Il: Questionnaire

Xii



KODI
OGD
UTAUT
ICT
CKAN
API

Acronyms and Abbreviations
Kenya Open Data Initiative
Open Government Data
Unified Theory of Acceptance and Use of Teclogy
Information Communication Technology
Comprehensive Knowledge Archive Network

Application Programming Interface

Xiii



ABSTRACT

With the growing open government movement, govenmim@ave put effort to open their
data, and provide it through open data technol@me important determinant of the success
of open data initiatives is the extent to which tlaa and its related technologies are made
use of. Kenya launched its open data initiativduty 2011 and previous research cited low
usage of the open data platform. Methodical rese#ltat uses rigorous theoretical bases
about use of technology is also deficient. It hat yet been clear which theories are most
applicable. This study explored factors which ieflae behavioral intention of policy
researchers to use open data technology, guidddT@yJT theory. The target population
was 110 policy researchers drawn from ten reseangdmizations and think tanks, in Nairobi
County, Kenya. Out of the sample size of 52, 4pwoaded giving a response rate of 86.5%.
Questionnaires were used as the data collectidgrumsent, and a pilot test was undertaken to
confirm their reliability, and validity. Regressi@malysis results indicated that performance
expectancy, social influence, and effort expectaweye significant in determining policy
researchers’ intention to use open data technoldggcilitating conditions and the
moderators; age, gender, and experience were fooinble insignificant. The modified
UTAUT model was found to account for a significaatriance (86.6%) of the behavioral
intention to make use of open data technology.

Keywords: Open data, UTAUT, Open government, use, Opentdatanology
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CHAPTER ONE
INTRODUCTION
1.1. Background of the Study

1.1.1. History of Open Government

The widely used definition of open data is adagtech the Open Definition project of the
Open Knowledge Network. Open data is referredstoaav data that can be used or reused
freely, and can also be redistributed (Open Knogée&oundation, 2007). In turn, Open
Government Data(OGD) is such open data that is ymedl or commissioned by a
government and any other public body. Open Govemtibata is a key enabler of the open

government concept (Open Government Data, 2016).

According to Tauberer (2014), open government tatgan to really take off in 2009 when
the first two transparency camp conferences weld. i¢e further notes that the OGD
movement was also stimulated by United States’ (R¥@sident Obama’s Open Government
Directive in December, 2009, to use open data fansparency, participation and

collaboration. The same year, the US launched Baigportal.

In 2010, the United Kingdom (UK), followed suit lgunching data.gov.uk. In the same year,
the World Bank launched its own open data initatiVhen in 2011, the Open Government
Partnership (OGP) was launched. Its intention wasensure that governments are
increasingly open and more accountable to theeris. Today, the OGP consists of more

than 69 member countries with Kenya being one @ftliTauberer, 2014).

In Africa, open data has rapidly been gaining mawn@n The Africa Data Consensus by
African Union was developed in March 2015. LateSeptember 2015, the Inaugural Africa
Open Data Conference was held in Tanzania. Othemmothy initiatives include Open Data
for Africa initiative by African Development BanlA{DB) and Open Africa by Code for

Africa. Code for Africa is an umbrella body for aries of open data initiatives including
Code for Kenya, Code for Ghana, Code for Nigeriag€Cfor South Africa, and incubated

initiatives in Morocco, Rwanda, Senegal, Tanzahimisia, and Uganda.



Kenya was the 22 country worldwide, second in Africa after Morocaad first in Sub-
Saharan Africa to join the open government movemneanya’s initiative, named the Kenya
Open Data Initiative (KODI), was launched in 201&jbed, 2012). Tunisia launched its
initiative in 2012, Edo State in Nigeria in 2013aBhana in 2012. Other countries in Africa
such as Ghana, Uganda, Rwanda and Tanzania follswednd they have made significant
effort to open up their government data (Brown,30lhe second version of Kenya’s portal
was launched in July 2015 (ICT Authority, 2016).

1.1.2. Open data technology

ICT has been pivotal in open government initiatiadlsover the world. Robinson and Yu
(2012), note how the power of the Internet to agaiternment information in the last several
years has become a vital topic for policy makegsearchers and citizens. Most open data
implementations use an open data platform. A platfoonsists of an open data catalogue
and a front end through which users access allress. Other services may include a blog
for communications, an online forum for questiotesshnical support and feedback, and a
knowledge base of training materials. Commonly ugpen data platforms include CKAN

which is open-source, DKAN, Junar, OpenDataSofth&#ic Media Wiki, Socrata and
Swirrl.
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Figure 1.1 Open Data Platform Infrastructure (adegtfrom World Bank, 2013)



Data itself can also be viewed as a digital objéatdman, Rossi and Tuunainen, 2013)
Computer science conceptualizes a dichotomy of aatbapplication, whereby data is used
for storage, and applications are used for diffeogrerations based on data. Data can thus be
presented for processing. The main difference betvepen data and open source concepts is
that open data is about the openness of data, wpie source is about the openness of

applications and their source code (Lindman, RasdiTuunainen, 2013).

The Kenya Open Data Initiative (KODI) uses Socrataich is a cloud-based Software-as-a-
Service platform (World Bank, 2013) In this stuaypen data technology with regards to
Kenya' open data platform will refer to; nationalvgrnment datasets, county datasets, files
and documents, maps, visualizations (graphs/chafi¢gred user views, Application
Programming Interface, open budget, open data ldoded code, forms, data request or
suggestion function, filter function, discuss fuant data export function and other basic

website functions such as Sign Up and Login (KQIDI.4)

1.1.3. Use of Open data technology

Open data on its own has little intrinsic valuet’s not used. Open data should not just be
published, but rather it should be accompaniedromfrastructure that can handle it in a way
that makes it easy for users to use it. Open dathnblogy is essential for not only
publishing, but also making use of open data. Retance, a usage process may consist of
discovery of a dataset, then using visualizatiaistto process and evaluate the data (Janssen
et al., 2012)

According to GovDelivery (2015), despite open dagéng a potentially powerful tool in the
public sector, its power is unlocked when its andés use it. Use of open data, for instance
by analyzing a dataset, and then visualizing trsailt®, may provide significant benefits.
These benefits include increased transparency aoduatability by a government to its
citizens (Parsons et al., 2011; Bertot, JaegeiGades, 2010). This in turn encourages more
citizen participation in government issues. Opetadachnology can also be used by both
businesses and individual citizens to create inthegroducts and services (Robinson et al.,
2009; Janssen, 2011; Robinson and Yu, 2012; Palida €013;Veenstra and Broek, 2013).

Users of open data technology may be varied and different needs. For example, an

individual citizen might expect to find dataset wational budget spending, a business may



want data about tenders, and a software developgruse the API, and require data to be
available in machine-readable format. As a resiiite may be huge differences with regard
to contents and shape of use for different actorslved in open data (Hunnius, Krieger and
Schuppan, 2014). Therefore, so as to meet the resgants of disparate users, portal
architects and developers, data suppliers, andighgot need to understand factors that

influence different users’ intent to use open detinology.
1.1.4. Open data technology for Policy Research

Policy research is concerned with drawing alteugapproaches and specifying potential
differences in the intention, effect and cost aigrams. It aids in the solution of fundamental
problems, leading to provision of socially usefu€k for all citizens. Policy researchers seek
to address questions such as which are the besibdsebf reducing unemployment in a

given society, in a given period (Etzioni, 1971).

The range of data sources used in policy makingrasdarch is increasing, and combining
and linking data is becoming common. Two main sesirof data that are being used are
public datasets, and social media, sensors andlenpldnes. Public datasets that are being
used include (open) data and statistics about ptipunk, economic indicators and education.
Open data is widely promoted in the public sectat among NGOs. The most common uses
of the datasets in policy are for agenda settingblpm analysis, the use of open data for
transparency, accountability and enhancing padimp and use of administrative and

statistical data for policy implementation and ntoring (Martijn et al., 2015)

Simply presenting data in a more dynamic and icter@ way can allow both analysts and
policy makers to gain insight in data that they may have seen in thousands or millions of
rows on a spread sheet (Bateman, 2015). Data-dpekcy however must be democratic and
ethically sound; open process needs open datasattendn turn, this would lead to agility in
policy and implementation, resulting into correetiaction and iterative interventions,
informed by early monitoring of effects, better agreess of reality and continuous flow of

evidence (Zacharzewski, Agarwal and Watson-Brovai52

The availability of open data technology offersippkesearchers a huge potential to perform
more accurate and informed analysis, leading toemeliable data-driven and evidence-

based policy making. However, according to (Margjnal., 2015) previous analyses of the

4



quality of freely available open government databets shown that heterogeneity of datasets
is still an issue. Also, some datasets are semiopuiring some kind of pre-requisite
registration. Open data technology support opercyabaking. Open policy making involves
developing and delivering policy in a fast-pacedl ancreasingly networked and digital
world (Gov.uk, 2016)

1.2. Research Problem

Locally in Kenya, low usage of open data technolbgg been noted. For instance, a year
after the launch of Kenya open data portal, it wated that the portal was not being used as
broadly as it had been anticipated (Majeed, 201@tulku and Colaco,2012). Low usage of
the Kenya open data technology had also been lejté¢tammer (2013), Mutuku and Mahihu
(2014), and Muigai (2014).

In their research study, Mutuku and Mahihu (201ated that low usage may be attributed to
low quality of the available data i.e. irrelevaata out-dated data and poorly structured data,
plus difficulty in navigating the open data platfor This is despite there being an active
communications office on the Kenya open data itvega and numerous awareness activities

with different parts of the ecosystem (Muigai, 2D14

Policy research done using open data technologyseheequently be used in better policy-
making, which is evidence-based and data-drivers iriiturn can lead to achievement of
some of the initial goals of the Kenya open dai#aitive such as increased transparency and
more citizen participation. This study then, aintedassess factors that influence policy

researchers’ behavioral intention to use opent@atanology in Nairobi, Kenya.

Open data research is still in its early stages.aA®sult, existing literature uses limited
application and development of theory and it i®aist yet clear which theories are most
relevant, nor whether a single theory or integrabedry is required (Zuiderwijk et al., 2014).
By using UTAUT theory construct this research stuehuld increase the amount of open

data literature that uses theory.



1.3.

Research Objectives

The overall objective of the study was to assestoffa that influence policy researchers’

intention to make use of Kenya open data technoiagiairobi, Kenya. The study was

guided by the following specific objectives:

Vi.

1.4.

To establish what influence performance expectéwasyon policy researchers’
intention to make use of open data technology imdd¥g Kenya.

To establish what influence effort expectancy hapalicy researchers’ intention to
make use of open data technology in Nairobi, Kenya.

To examine what influence social influence has olicg researchers’ intention to
make use of open data technology in Nairobi Couténya.

To examine what influence facilitating conditiorestonpolicy researchers’ intention
to make use of open data technology in Nairobi,y&en

To explore the moderating effects of age, gendet,experience.

To examine UTAUT model in the open data technologytext.

Hypotheses

The hypotheses were;

1)

2)

3)

4)

5)

6)

7)

8)

H1: Performance expectancy positively influencesicgoresearchers’ intention to
make use of open data technology.

Hla: Gender moderates the influence of performaegpectancy on policy
researchers’ intention to make use of open datantdogy.

H1lb: Age moderates the influence of performancesetgmcy on policy researchers’
intention to make use of open data technology.

Hlc: Experience moderates the influence of perfocaaexpectancy on policy
researchers’ intention to make use of use openteelmology.

H2: Effort expectancy negatively influences poliegearchers’ intention to make use
of open data technology.

H2a: Gender moderates the influence of effort ebgpexy on policy researchers’
intention to make use of open data technology.

H2b: Age moderates the influence of effort expecyamn policy researchers’
intention to make use of open data technology.

H2c: Experience moderates the influence of effapgeetancy on policy researchers’

intention to make use of use open data technology.



9) H3: Social influence positively influences poli@searchers’ intention to make use of
open data technology.

10)H3a: Gender moderates the influence of social émite on policy researchers’
intention to make use of open data technology.

11)H3b: Age moderates the influence of social inflleena policy researchers’ intention
to make use of open data technology.

12)H3c: Experience moderates the influence of sociiience on policy researchers’
intention to make use of use open data technology.

13)H4: Facilitating conditions positively influence lmy researchers’ intention to make
use of open data technology.

14)H4a: Gender moderates the influence of facilitatngditions on policy researchers’
intention to make use of open data technology.

15)H4b: Age moderates the influence of facilitatinghditions on policy researchers’
intention to make use of open data technology.

16)H4c: Experience moderates the influence of fatifita conditions on policy
researchers’ intention to make use of open datantdogy.

17)H5: UTAUT accounts for a significant variance’Rf intention to make use of open

data technology.

1.5. Significance of the Study

This study contributes to open government dataalitee and its findings may be used in
future by other academic researchers in the op&n sfmce. By understanding factors that
influence intention to make use of open data teldyy then developers of such
technologies can better understand user needsahdie used to develop better platforms, or
enhance existing ones. Insights from this studylmnsed to understand usage of open data
technology from the context of a developing counbBgveloping countries owned 12 out of
the 41 national open government data portals laeshbly 2013 (Mutuku and Mahihu, 2014).

1.6. Scope

Respondents were selected from Nairobi County, Eefiye target population was policy
researchers based in ten think tanks in Nairobnyée Though there are other open data
initiatives by the private sector and civil societganizations in Kenya, our research focused

on the Kenya government’s open data initiative.



1.7. Limitations and Assumptions

It was difficult to ascertain who actually uses #enya open data portal. Our experience is
supported by the views of Johnson, Zheng, and Padg@Gl4). They posit that measuring
real usage of technology is usually challenging] anch kind of information is usually
inaccessible by researchers. Therefore, our stoclysed on behavioral intention, rather than
actual usage. Also, our sample size was small ansgidered only policy researchers based in

research institutes; there could be policy resesascim other types of organisations.

1.8. Definition of terms
Performance expectancy indicated the extent to lwhicpolicy researcher supposed that

making use of open data technology would lead fwraved performance in their work.

Effort expectancy was used to mean the perceivedneof ease of use of open data

technology, by a policy researcher.

Social influence was used to mean the extent talwéipolicy researcher supposed that other

people believed that the researcher should makefugeen data technology.

Facilitating conditions meant the extent of a pplresearcher’s belief that organizational
support, and technical infrastructure to enablentise open data technology, existed.

Behavioral intention was used to mean a policy aedeer’'s future plan or intention of

making use of open data technology.

Age referred to the number of years lived, gendegither male or female, and experience in

using open data tools was categorized into eitbeversant or not conversant.

Open data technology was used to mean nationaketatacounty datasets, files and
documents, maps, visualizations (graphs/chartsiterdd user views, Application

Programming Interface, open budget, open data loded code, forms, data request or
suggestion function, filter function, discuss fuant data export function and general website

functions such as About, Contact Us, Home, Partiensns of Use, Sign Up, Login.



CHAPTER TWO
LITERATURE REVIEW

2.1. Theoretical Review

A theoretical framework refers to how the researdeyelops thoughts on what the possible
answers could be to the research problem. Thesgll®and theories are then clustered into
themes that frame the subject (Kothari, 2008).Teldgy acceptance models explore factors
which influence adoption of technologies, the aisually being to promote technology use
(Kripanont, 2007).Several of these models have leloped. They include; Theory of
Reasoned Action, Technology Acceptance Model, ThebiPlanned Behavior, Diffusion of
Innovations theory, and Unified Theory of Acceptamand Use of Technology. We reviewed

theories that explicitly have behavioral intentasia construct.

2.1.1. Theory of Reasoned Action

This theory was originally drawn from social psyldyy. It is one of the most prominent
theories in behavioural and social sciences, afatnmation systems (Sheppard, Hartwick,
and Warshaw, 1988; Venkatesh, et al., 2003). TR®@ierned with predicting behaviour on
the basis of the suggested associations betweeavibeh behavioral intentions, and

attitudes.
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Fig.2.1 Theory of Reasoned Action (adapted frorhiteg and Ajzen, 1975).

Behavioural intention is defined as a “person’sjactive probability that he or she will
perform some behaviour” (Fishbein and Ajzen, 19¥%%88). It is determined by the attitude
towards behaviour and subjective norm. Attitudeaipositive or negative feeling about
performing certain behaviour, while subjective nomsna person’s perception that most
people who are important to them think they sharldhould not perform certain behaviour
(Fishbein and Ajzen, 1975)



Attitudes arise as a result of beliefs about theegiged consequences of a given action. A
subjective norm is more related to a person’s matitm or normative beliefs about
conforming to the perceived normative standardg€Aj 1991; Fishbein and Ajzen, 1975). In
technology acceptance research, TRA has been usgglywboth directly to explain

acceptance, and to advance new models (Venkatesh, 2003).

2.1.2. Theory of Planned Behaviour

TPB is a descendent of TRA where there is alwayseed to provide a more detailed
explanation for the complex human behaviour (AjzZE991). It has the additional construct
of perceived behaviour control, and additional elations between the antecedents of
behavioural intention. Perceived behavioural cdntepresents the extent to which the
resources and opportunities available to a persotatd their likelihood of behavioral

achievement. It also influences both behaviourl@tthvioural intention (Ajzen, 1991).

Altitude
towards
behaviour
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[ Ll ii] it emtion
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behavior
control

Fig. 2.2 Theory of Planned Behaviour (adapted fidaen, 1991, p. 182).

2.1.3. Technology Acceptance Model
TAM is an adaptation and technology-oriented cointaisation of the social psychological
TRA (Davis, 1986; Fishbein and Ajzen, 1975). OrainfAM was then extended by

Venkatesh and Davis (2000) to contain social agdmsational factors, resulting to TAM2.
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Fig. 2.3 TAM model (adapted from Davis, 1986, 1989)

The TAM constructs of perceived ease of use andepard usefulness were the basis of the
model. However, TAM2 included social influence (mdbtive norm, voluntariness and
image) and cognitive instrumental processes (jdevamce, output quality and result
demonstrability). Image, job relevance, output fyahnd result demonstrability were

considered determinants of perceived usefulnesse®ed usefulness and usage intention

were proposed to influence actual usage.
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Usage imtention

Technology Acceptance Model

Result
demonstrability

Figure 2.4 TAM2 model (adapted from Venkatesh aadd<) 2000).

Burton-Jones and Hubona (2005) posited that TAM stacts are insignificant in
determining system usability. Lu et al., (2003)wed) that TAM, as a result of its generality,

is unable to give detailed information on usersnams of a system. Another key criticism
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mentioned by Legris et al. (2003) is that TAM shibhéve included social and organisational

factors which are important factors for determinieghnology acceptance.

2.1.4. Unified Theory of Acceptance and Use of Glenology (UTAUT)

UTAUT was developed by Venkatesh et al. (2003), &ndims to explain behavioral
intention to use a technology, plus its actual Wiseombines elements from eight existing
models. According to UTAUT, the primary construcfgerformance expectancy, effort
expectancy and social influence, have influencentention to use a technology. Then the
intention to use, coupled with facilitating condits, influence the actual use of the
technology. Gender, experience, age, and volumssiof use of the technology by the user,

in turn moderate the effects of the primary corgf(Sykes, Venkatesh and Gosain, 2009).

Performance
Expectancy

Effort
Expectancy

Behavioral Use

Intention //_, Behavior

Social
Influence

Facilitating
Conditions

Voluntariness

Gender Age Experience of Use

Figure 2.5.UTAUT ( Adapted from Venkatesh et &i03)

This study used UTAUT because it is a sound tedgyhdoption theory, and hence viable
in exploring adoption and usage of open data tdogyo UTAUT also considers both
information technology factors and social facto@ncial factors are very important in
technology adoption research (Gwebu and Wang, 20Raijing its validation, UTAUT
performed better than previous technology adoptiodels. It was able to explain up to 70%
variance of intention to use technology, while poeg models’ variance ranged between 17
and 41 percent (Venkatesh et al., 2003).
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2.2.  Empirical Review

2.2.1. Influence of performance expectancy on intéion to use open data technology
Performance expectancy indicated the extent to lwhigpolicy researcher supposed that
making use of open data technology would lead faraved performance in their work. For
instance, people may opt to use the normal sowfpsblic sector data which they are used
to, if they perceive that using open data technphdl not lead to any better performance.
Previous research shows that performance expectarmye of the highest determinants of
intention to use a technology (Duyck et al., 2008).

According to Carter and Bélanger (2005), most engsbpen government initiatives often
lack adequate motivations to make users want totlwse. This view is supported by
Weinstein and Goldstein (2012), who note that tbeomplishment of open government
initiatives is contingent upon the public’s willingss to use and further exploit these data
sets. Ntale et al. (2014) carried out a study wlaasewas to understand the specific efforts
required to ensure effective use of open data, Kgthya and Uganda as case studies. One of
their research findings was that lack of adequatdity data is a barrier to the demand for
and use of open data. They posited that low qudktya on the portals would discourage

users from the portal again after first attempts.

Other significant factors that influence usage ejogernment services are information

quality, efficiency, relevancy, completeness, aacyy precision and timeliness

(Wangpipatwong, Chutimaskul and Papasratorn, 2004)s, if use of open data technology
would lead to better efficiency, then users are embkely to use and accept these
technologies. According to Dimitrova and Chen (20@&pposed usefulness, and previous
interest in government influenced intention to asgovernment services. Another significant
factor is frequency and continuity of data delivewhich is a factor that has kept many
businesses from depending merely on government(da&senbroon, 2013). We anticipated
that performance expectancy would have positivei@émice on behavioral intention.

H1: Performance expectancy positively influencecgaesearchers’ intention to make use
of open data technology.
Hla: Gender moderates the influence of performamqeectancy on policy researchers’

intention to make use of open data technology.
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H1lb: Age moderates the influence of performanceeetgmcy on policy researchers’
intention to make use of open data technology.
Hlc: Experience moderates the influence of perfocaaexpectancy on policy researchers’

intention to make use of use open data technology.

2.2.2. Influence of effort expectancy on intentioto use open data technology

Effort expectancy was used to mean the perceivedneof ease of use of open data
technology, by a policy researcher. If the eff@guired to use a technology is perceived as
too high, then the user may not use it, despitegd@ng the technology as useful. Zuiderwijk
et al. (2012) posited that some relevant deternénah usage of open data technology
include availability of data, ease of finding thetal ease of comprehending the data, ease of
utilizing the data in ways such as linking datasets comparing datasets.

Data should not only be published, its use sholsldl lae encouraged. The publicizing of data
needs to be accompanied by an infrastructure wikiclible to handle the data in an easy-to-
use way to lower the user threshold (Janssen gf@12).Open Data Barometer (2015)
suggests that in order to increase the availabiftppen data and increase the power of
citizens to use this data effectively, resource=drie be dedicated to capacity-building. They
opine that enhancing the capacity of data users bside and outside the government is
critical to maintaining a supply-demand data bagarithis can be accomplished through

trainings and adapting open data tools to locatisee

Mutuku and Mahihu (2014) also noted that despitrtfindings that well-designed and

implemented technology intermediaries would enhamosess and usability of open data,
most open data applications had been abandoneldebydevelopers. The developers cited
low quality of open data and low demand and usdgbeoapplications as the main reasons.
Low quality data was defined as that which is avaint i.e. data supplied mismatching data
in demand, irregularly updated data, poorly strredudata that had to be refined before use

in their applications.

H2: Effort expectancy negatively influences poliegearchers’ intention to make use of open
data technology.
H2a: Gender moderates the influence of effort etgmey on policy researchers’ intention to

make use of open data technology.
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H2b: Age moderates the influence of effort expecyaon policy researchers’ intention to
make use of open data technology.

H2c: Experience moderates the influence of efforpeetancy on policy researchers’
intention to make use of use open data technology.

2.2.3. Social influence’ influence on usage of opéata technology

Social influence was used to mean the extent talwéipolicy researcher supposed that other
people believed that the researcher should makeobisepen data technology. Social
influence may be from peers at work or other peapleh as friends and family. The
important role of peers in organizations is highteyl by Talukder and Quazi (2010). For
instance, peers can be involved in discussionstaboindividual's performance. Thus, one’s
peers’ perceptions about the value of a certaihnglogy are important. Talukder et al.,
(2008) posit that perception of value of a techggloan be created through the messages and

signals delivered by peers.

Most employees within organizations are interegtedhat their fellow colleagues are doing,
and they then tend to replicate those same aesvifiFrambach and Schillewaert, 2002).
Effective communication between colleagues of agaoization that leads to powerful
synergies can lead to better adoption of technetodtxternal pressure from colleagues can
also be categorized as social influence and fdmnelogical innovations to be successful,
there needs to be quality communication and interadetween employees and their peers
(Sykes et al., 2009). Another factor is the impacattached to certain individuals within an
organization. We posited that if a colleague iscpimed as being a key person within the
organization, and as having significant influenceother members within the organization,
then their attitude towards a certain technologyuldolikely influence others’ attitude

towards the same technology. Our view is corrolearaty (Sarker et al., 2011).

Apart from fellow colleagues in an organizationattsg, friends and family may also be
significant influencers. These two groups are g@aeparately because voluntariness or lack
thereof is an important factor. If open data te¢bgyp use is urged by fellow work colleagues
such as senior management, then use may not betapluHowever, when use is as a result
of recommendations by friends and family, thersiséen as more voluntary (Conradie and
Choenni, 2012; Zuiderwijk et al., 2015).
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H3: Social influence positively influences poliogsearchers’ intention to make use of open
data technology.

H3a: Gender moderates the influence of social emte on policy researchers’ intention to
make use of open data technology.

H3b: Age moderates the influence of social inflleermn policy researchers’ intention to
make use of open data technology.

H3c: Experience moderates the influence of soaflence on policy researchers’ intention
to make use of use open data technology.

2.2.4. Influence of facilitating condition on intenion to make use open data technology
Facilitating conditions meant the extent of a pplresearcher’s belief that organizational
support, and technical infrastructure to enablemthese open data technology, existed.
Several previous studies had shown facilitatingdtt@ms to be an insignificant determinant
of intention to use technology (Zuiderwijk et &015; Rana et al., 2011).However, other
studies such as one by Choudrie and Dwivedi, (20€f9wed facilitating condition to be a
significant factor, despite the fact that theirdstuvas carried out in a developed country. We

can argue then that there is contention as toigiméfisance of facilitating conditions.

Kenya is a developing country and thus has limiesburces. We anticipated facilitating
conditions would be a very significant determinahpolicy researchers’ intention to make
use of open data technology. Such kinds of ressurs#ude internet access and availability
of support. Ahmad et al. (2012), opined that unawess, lack of helpand guidelines,
influenced adoption of e-government services iniftak, which is also a developing
country. Similar findings have been conveyed byeptstudies carried out in developing

countries such as AlAwadhi, (2008) in Kuwait andégSoa and Dobrica (2008) in Romania.

Awareness about open data is a key factor thatdveald to higher intention to make use of
open data technology in Kenya. Ideally, awarenessitaexistence of a technology precedes
usage of the technology. Ntale et al. (2014) cdraet a study whose aim was to understand
the specific efforts required to ensure effectige of Kenya open data. One of their findings
was that most Kenyans in the grassroots do not kobtenya Open Data Initiative, and
hence have not used it.
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Mutuku and Mahihu (2014) from iHub Research carreed an early-impact analysis of
Kenya open data applications and services. Keyrfgslof their research were that there is
demand for government data, and citizens obtainewstly from media followed by online
resources but very few knew about KODI. Followingege claims, we posited that
facilitating conditions in terms of awareness anovision of support by government would

be significant factors.

To make use of open data, the availability of tecdinnfrastructure in form of devices such
as computers and internet-enabled phones, andsatc@sernet are very important factors.
According to the Kenya National Bureau of Statstieconomic survey 2015, Kenya’s
internet penetration stood at 54.8% (KNBS, 201%Hese numbers place Kenya in a
comparatively good position to avail open dataonbne means. We posited that people with

internet access are more likely to have highentide to make use of open data technology.

H4: Facilitating conditions positively influence Imy researchers’ intention to make use of
open data technology.

H4a: Gender moderates the influence of facilitate@nditions on policy researchers’
intention to make use of open data technology.

H4b: Age moderates the influence of facilitatinghdiions on policy researchers’ intention
to make use of open data technology.

H4c: Experience moderates the influence of fatiita conditions on policy researchers’

intention to make use of open data technology.

2.2.5. Moderator Effects

It is vital to explore potential moderating vari@blin studies on technology acceptance (Sun
and Zhang, 2006). In this study, we designed hygsmh for three moderating variables;
gender of respondent, age of respondent and tedhedperience of respondent. We sought
to understand the moderating effects of the thradables, on the direct effects of
performance expectancy, social influence, facifitattonditions, and effort expectancy, on

the behavioral intention of policy researcher te apen data technology.
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2.2.6. Critique of Existing Literature

Some previous research studies (Zuiderwijk et2115; Rana et al., 2011) indicated that
facilitating conditions was an insignificant detemant of intention to make use of an open
technology while others (Choudrie and Dwivedi, 20@%dicated that it was significant.

There was thus need to investigate this variabféhén. This study was also carried out in
Kenya, which is a developing country and thus hastdd resources; meaning facilitating

conditions may be a highly significant factor.

Two of the major open data studies carried out @my&; Mutuku and Mahihu (2014) and

Ntale et al. (2014), were donor-funded. Though wlendt seek evidence of existence of bias,
we posited that there is a risk of these studiesngahad funding or sponsorship bias,

intentional or unintentional. Bias is any deviatioom the reality in research that can lead to
incorrect conclusions, and can occur either interatily or unintentionally (Gardenier and

Resnik, 2002).

2.3. Research Gap

Open data research is still in its infancy stagesl, theoretical contributions in particular, are
limited (Magalhaes, Roseira, and Manley, 2014).ofies that can be appropriately applied
to open data are yet to be identified or develoftad.also not clearly known whether single
or unified theories should be applied (Zuiderwifkak, 2014). Our study helped in gathering
insight as to the appropriateness of UTAUT as arthe

2.4.  Conceptual Framework

According to Mugenda (2008), a conceptual framewsitke brief description of the concept
under study, along with a graphical structure.lllistrates the researcher’'s view of the
relationships between the variables being studieded on guiding theories and existing
literature. Kothari (2008) explains that indepertdeariables, also called predictor variables,
are factors that may cause, influence, or affeotter variable, while the dependent variable

is influenced or changed by independent variable.

Our study was based on the UTAUT model. Voluntasnef use moderator was not
considered in our study. This is because currettibre is no Freedom of Information law in
Kenya. With the lack of a legislative framework apadlicies, use is only voluntary, thus

policy researchers are not obliged to use thems.\vitorth noting however, that the Access to
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Information Bill was passed by Kenya parliament8fi April 2016, and as of the writing of
this work, it is awaiting approval. It was difficub get information on who actually uses the
KODI portal; thus influence of behavioral intention actual usage, which is present in the

original UTAUT model, was also not considered im study.

Independent Varables Dependent Variable
Performance Expectancy
Hl1
Intention to
Effort Expectancy use open data
—* technology
Social Influence \
Facilitating Conditions Gender Experience

Figure 2.2 Conceptual Framework
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CHAPTER THREE

RESEARCH METHODOLOGY

In this chapter, methods and processes which waptoged to execute the study to achieve
its objectives are outlined. Mugenda (2008) obsethat social science researchers routinely
collect data for both quantitative and qualitatarealysis to establish the ‘cause and effect’
relationships between variables in an attempt &dyae and understand human beings’ social

life. They use various research designs, toolspaodedures to achieve this objective.

3.1. Research Design

Descriptive and correlational research designs wser. Mugenda and Mugenda (2003)
argue that descriptive designs provide importaniesl regarding the issues that the
investigator should focus on. Kothari (2008) obssrthat a descriptive research design is
used to get information on the current status oppeand their attitude, opinions and habits.
On the other hand, correlational research focuseth® relationships among variables. If a
statistically significant relationship exists beemetwo variables, then it is possible to predict

one variable using the information available ondtteer variable (Mugenda, 2008).
3.1.1. Research Philosophy

Research philosophy refers to a researchers’ vigWweorelationship between knowledge and
the process by which it is developed (Saunders,jd.and Thornhill, 2009). In this study we
used positivist philosophy, because the study imimguantitative. According to Mugenda
(2008), the positivist’'s paradigm assumption ig thare is a single tangible reality that can
be studied independent of human actors, and vasatdn be studied independent of each
other, and also related to each other using expressinterpretivist philosophy is based
upon the ontological assumption that reality and d&uowledge thereof are social
constructions, incapable of being studied indepenhdéthe social actors that construct and
make sense of this reality. Pragmatist philosopigyes that the most important thing is the
research question, and that it is perfectly possibl work with variations in one’s views
(Saunders, Lewis and Thornhill, 2009). The reseapproach was deductive, and the

research strategy was a survey, with questionnaged for data acquisition.
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3.2. Target Population

Mugenda (2008) explains that population is the whgroup of individuals, having mutual
observable characteristics, from where a sampieawn for the study. On the other hand, a
target population refers to the specific populatadrout which information is desired and
results generalized (Kothari, 2008). Ideal respaigléor this study would be actual users of
the KODI portal. Previous research on open datdenya has cited not only low usage of

data on the portal, but also low awareness abastegce of the initiative.

We found it difficult to determine who exactly use® portal. However, according to the
results of a Kenya open data user survey carriedyUCT Authority in 2014, primary uses
of Kenya'’s portal are for academic research anicypaokesearch (KODI, 2014). Our study
target population was policy researchers. Theseypoésearchers were randomly selected
from ten research organizations or think tanks @&irdébi, Kenya. These organizations were
ranked top in Kenya in the “2015 Global Go to Thih&nk Index”. This ranking index is
produced by the Think Tanks and Civil SocietiesgPam.

Table 3.1 Target Population

No | Organization No. of
researchers

1 | Kenva Institute for Public Policy Research and Analvsis (KIPPRA) 28

2 Institute for Development Studies (IDS-UoN) 20
3 | African Center for Technology Studies (ACTS) 12
4 | African Economic Research Consortium (AERC) 10
5 Institute of Economic Affairs (IEA) 10
6 | African Technology Policy Studies Network-Kenva (ATPS) 10
7 | Institute of Policy Analysis and Research (IPAR) 2
8 | Inter-Region Economic Network (IREN) 3
9 | Rift valley Institute (RVI]) 5

10 | Eastem Affrica Policy Centre (EAPC)
Total 110

LN

Sowrce: 2013 Global Go-To Think Tank Index Report
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3.3. Sampling

3.3.1. Sample Size

According to Mugenda and Mugenda (2003), a sampla portion of the population of

researcher’s interest. The purpose of samplingoigdin an understanding about some
attributes of the whole population centred on cti@rsstics of sample. According to

Mugenda (2008), sample size of at least 30 % isoadgrepresentation of the target
population since it allows for reliable levels afcaracy for testing significance. Slovin’s

sample size determination formula was used (Altates., 2003).

Slovin’s formula:

N
{1 o .':\'TE'::}

Whereby; N = population, e = error tolerance, rample size

The confidence level of this study is 90%, whichegi a margin of error of 0.1
Therefore, using e=0.1 and N= 110, we calculatedsample size n as follows;
n =110/ (1+110*0.9 =110/ 2.1= 52.38= 52 researchers.

Our sample size of 52 researchers represented #6%s target population.

3.3.2. Sampling Technique

A sampling technique is a technique of selectingestis that will be part of the sample size
of 52 with the aim of making sure the sample igespntative. These subjects are selected
from the sampling frame (Mugenda and Mugenda, 2008) determine the sample size,
stratified random sampling was used. This formavhgling ensures that existing sub-groups
in the target population are fairly and randomlgresented in the sample (Mugenda, 2008).
The following formula was used; an/N) N; Where; = sample size of the strata, n=total
sample size, N= total population size=humber of individuals in every strata i.e. each
organization. The stratified sample size per oration is shown in the table below.
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Table 3.2 Sample Size

No | Organization Target population (IN) Sample size (n)
1 KIPPEA 28 14
2 IDS 20 9
3 ACTS 12 6
4 AERC 10 3
5 IEA 10 3
6 ATPS 10 3
7 IPAFR 5 2
8 IREN 5 2
9 RVI ] 2
10 | EAPC 5 2
Total 110 52

3.4.Data Collection

3.4.1.Instruments

Primary and secondary data provide a comprehemsotare of the variables under study.
Primary data is the first hand information gaineahf the field when conducting research,
while secondary data is collected through compreikenliterature review study. The
researcher collected primary data using structupeestionnaires (Appendix Il) to record
respondents’ responses. In the questionnaire, gachof the conceptual framework had
corresponding questions, and Five-point Likert esalvere used. These questions were
adopted from questions that were originally testg&/enkatesh et al., (2003).

Other questions on background information of redgpots, such as age and gender, were
also included.For purposes of making questionst&mat easy to understand by respondents,
some questions did not explicitly use the term ogata technology. However, introduction
information emphasized that the focus of the stwdg open data technology, and relevant
definitions were given. Kothari (2008) observest thallecting data through questionnaires
saves time and enables collection of a huge anufuddta.
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3.4.2. Procedure

An introduction letter was presented to each ogtion and individual respondents, and the
researcher explained the purpose of the study anfirmed respondents’ willingness to
participate. The respondents were then given twek&o fill. The researcher clarified any
guestions or issues raised by a respondent. Afeitwo weeks were over, the researcher
collected the filled questionnaires for data analyd/here it was difficult to physically reach

a respondent, the questionnaire was disseminatewdhrough email.

3.5. Pilot Test

A pilot study was first carried out. This was ddoeensure that items in the questionnaire
were as understandable as possible, not ambiguoinsufficient. It also provided data to

check for reliability of the questionnaires.

3.5.1. Validity

Validity is the ability of a questionnaire to acately measure that which it claims to
measure. Validity of the draft questionnaire wasldshed by getting opinion from research
experts and a field test. Based on experts’ infha, draft questionnaire was reworded,
resulting to a final questionnaire whose reliapilwas later tested through a pilot test.
Mugenda (2008) define validity as the accuracynifitance and representativeness of

content based on the research objectives.

3.5.2. Reliability

Mugenda and Mugenda (2003) indicate that priohrhain study, a pilot study consisting
of at least 10% of the target population shouldcéeied out to ascertain the reliability of
instruments. Reliability measures internal consisyeof the measuring instrument. To
measure reliability of the final questionnaire, adatollected through the pilot test was
analysed using SPSS to obtain the Cronbach’s Alathaes. Cronbach’s Alpha values are
used to measure internal consistency. Accordingdthari (2008) an alpha coefficient of
0.70 or higher indicates a relatively high interoahsistency and is generally acceptable. The
closer the coefficient is tol, the greater the tescy of the items in a scale. All the study

variables were found to have coefficients gredtant0.70, as shown in table 3.4 below.
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Table 3.3: Reliability Coefficients

Variable Cronbach’s Alpha Number of [tems
Performance Expectancy (PE) 080 2
Effort Expectancy (EE) 0.82 2
Social Influence (SI) 0.87 2
Facilitating Conditions (FC) 0.83 3
Behavioral Intention (BI) 0.75 2

Social Influence had the highest reliability at D@mong the independent variables of the
study, closely followed by facilitating conditioret 0.83, effort expectancy at 0.82 and
performance expectancy at 0.80. Behavioral inbantivhich is the dependent variable of the
study, had a reliability of 0.75.

3.6. Data Analysis and Presentation

After data collection, the questionnaires were dodnd then edited to detect errors and
omission to enhance accuracy and precision. UsiR§SSv20, correlation and multiple
regression analysis were used to analyse datael@bon analysis was used to establish the
nature of the existing relationships, while mukipegression analysis was used to determine
statistical significance and influence or effect tbk independent variables. After data
analysis, we derived the research findings fromaWidence obtained. Then, guided by the
objectives of the study, we made conclusions ange gacommendations. Mugenda and
Mugenda (2003) explain that recommendations mustdmsistent with the purpose of the
study and its objectives.
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CHAPTER FOUR

RESEARCH FINDINGS AND DISCUSSION
Response rate, demographic data of respondentsbuli®n of data for the variables, and
hypotheses testing are discussed in this chapier.siudy was based on variables from the

UTAUT model, and descriptive and inferential statswere used for data analysis.
4.1. Response Rate

Out of the 52 questionnaires which were distributedrespondents, a total of 45 were

returned, which represents a response rate of 86I5¥% response rate was satisfactory to
draw conclusions from the study. According to Mudgerand Mugenda (2003)a response rate
of 60% is good while that of above 70% is most iddde. This level of response may be

attributed to the fact that the researcher perdpnissued the questionnaires to the

respondents, and did follow-up. The respondentmgbeesearchers themselves, were more
willing to co-operate.

Table 4.1: Response Rate

No. of questionnaires No. of questionnaires Response Eate (%0)
Issued Retuned
52 45 86.5%

4.2. Demographic Characteristics

4.2.1. Gender

Both gender participated in the study. Out of 4Rip@ants who responded, 35 were male
representing 78% while 10 were female represeriit¥g. Kothari (2008) asserts that a ratio
of at least 1:2 in either gender representatiothénstudy is representative enough. This is a
big difference in the male and female respondeantficating gender parity in the policy
research field in Kenya. The results of this infation are presented in the table below.

Table 4.2: Gender of Respondents

Gender Frequency Percentage
Male 35 78%
Female 10 22%
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4.2.2. Age

The researchers’ age was also a factor considerditis study. The distribution of age of
respondents was as shown in the table below. Mdseaespondents were aged between 36
to 45 years, followed closely by 46 to 55 yearsly@wo were below 25 years and two above

55 years.

Table 4.3: Age of Respondents

Age bracket Frequency Percentage
Less than 25 years 2 4%

26 - 35 years 8 18%

36 - 45 years 19 43%

46 - 55 years 14 31%

56 and above years 2 4%
Total 45 100%

4.2.3. Experience

In our study, we also sought to establish whethergolicy researchers had any previous
experience in using technical tools (e.g. visu#lrasoftware, online data catalogues) to
carry out policy research. 76% of the respondettdrthemselves as conversant with the use
of technical tools in conducting research. This maylue to the common use of tools such as
SPSS and Excel. We also established that somewf did not necessarily deal with the data
itself. They just did the field work, and had atsns carry out the data analysis. This may
explain the 24% who rated themselves as not bangersant with the use of technical tools

in policy research.

Table 4.4: Experience in using technical tools

Category Frequency Percentage
Conversant 34 76%
Not Conversant 11 24%
Total 45 100%
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4.2.4. Level of Education

Most of the respondents had Master's degree, &584% had PhD and 18% had degree.
The high number of post-graduate degree could tobwted to the nature of the field, and
the fact that their work was mostly research-ogdnthus a research degree being preferable.

Table 4.5: Highest academic qualification

Academic Qualification Frequency Percentage
Degree 8 18%
Masters 26 58%
PhD 11 24%
Total 45 100%

4.2.5. Nature of Organization

In our study, we also sought to establish the eatfr the organization in which the
respondents’ worked in. As shown in table 4.6 belavest (56%) were working in civil

society organizations or non-governmental orgaranat followed by public sector (33%),
and then the private sector (11%). This may bebated to the fact that there is a lot of
policy research done by civil society organizati@msl NGOs. Policy work is also very

prevalent and vital in the public sector.

Table 4.6: Nature of organization

Sector Frequency Percentage
Public 15 33%
Private 4 11%
CSO/NGO 26 56%
Total 45 100%
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4.2.6. Sources of Kenya Open Data
In our study, we also sought to understand wayshvpolicy researchers had used before to

get access to Kenya public sector open data.

Table 4.7: Source af Kenya public sector open data

Source Frequency Percentage
Websites of individual government agencies 43 05.3%
Govemment agencies’ offices (soft copy) 29 64.4%
Kenva open data website 41 01.1%
Govemnment agencies’ offices (hard copy) 37 82.2%

From the results, 82.2 % of respondents had olstajmeblic sector open data from
government offices in non-electronic format and464.in electronic format. This indicated
that there may still be a lot of data in governmaffites that is not yet in electronic format.
There is need therefore to encourage digitizatiogowernment records to ease their access,
and to make them available through open data téayo

As the results indicate, respondents had accesstednibstly through websites. 95.5% had
accessed open public sector data from individuaeguonent agencies websites (95.5%) and
from the Kenya open data website (91.1%) Having gablicly available through a website

may have been interpreted by the researchers asdarator of its openness, versus the
traditional means of accessing it from the agenoiises.

4.2.7. Use of Kenya Open Data Platform

Previous research study (Mutuku and Mahihu, 2044Jl, associated low usage of the Kenya
open data platform to lack of awareness. Howevem four study, 41 out of 45 respondents
(91.1%) of the respondents had used the Kenya dptnplatform at least once, meaning
they were aware of its existence. Therefore, othetors other than awareness may have led
to low usage of the platform. We went further amdestigated on how often policy
researchers used the Kenya open data platformnpanson with other sources of Kenya

public sector data. The results were as showrbie #&8 below.
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Table 4.8: Use of Kenya open data platform

Source Monthly  Yearly Weekly Only once <Oncelyear Total
(%) (%) (%) (%) (%) (%)

Websites of 56.2 369 6.8 0.0 0.0 100

individual

agencies

Government 26.8 68.3 0.0 0.0 4.8 100

agencies’

offices (soft copy)

Government 30.6 66.2 0.0 0.0 3.1 100
agencies’

offices (hard copy)

Kenya open data 14.5 60.9 8 4 2.4 17.3 100

website/platform

Key: Only once=Used only once; <Once/year= Seweras in many years

As the results in Table 4.8 indicate, most poliegearchers accessed Kenya public sector
data yearly. However, compared with other souofééenya public sector data, usage of the
platform monthly was low. Also, there were researstwho had only used the platform only
once. Open data platform also had the highest nuwibeespondents who used it less than
once in a year. This observation was in line witvppus studies (Majeed, 2012; Mutuku and
Colaco, 2012; Hammer, 2013; Mutuku and Mahihu, 20%ho also cited low usage of the
Kenya open data platform.

4.2.8. Kenya Open Data Platform Tools

In our study, open data technology was used to nugeem data tools such as national
datasets, county datasets, files and documentss,megualizations (graphs/charts), filtered
user views, Application Programming Interface, ogta blog, embed code, forms, data
request or suggestion function, filter functionsaliss function, data export function and

other general website functions.

30



Table 4.9: Respondents’ opinion on usefulness en aata tools

SD D N A SA Total

Tool (%) (%) (%) (%) (%) (%)
Dpen data catalogue 0.0 0.0 49 878 72 100
Metadata 0.0 0.0 49 732 219 100
Visualization tools 0.0 49 146 33.7 26.8 100
Search and filter tools 0.0 0.0 96 87.8 24 100
API 12.2 732 9.6 49 0.0 100
Filtered user views 73 278 283 244 12.2 100
Discussion feed 49 146 341 36.7 96 100
Embed code 49 278 283 219 171 100
Export function 0.0 0.0 96 732 17.1 100
Blog 171 317 243 219 49 100
Data suggestion 0.0 0.0 293 63 4 73 100

Key: SA = Strongly Agree; A = Agree; N = Neutral; D = Disagree; SD = Stronglv Disagree.

Yo=Percentage frequency that gave the opinion

The results in Table 4.9 indicate that policy reseers found data catalogues, metadata,
visualization tools, search and filter, export alada suggestion as the most useful open data
tools for their kind of work. To encourage policgsearchers to make use of open data
platforms, then emphasis should be on the usefsilaied capabilities of the former open data
tools. Application Programming Interface (API), §leembed code, filtered user views and
discussion feed were the least useful tools foicpalesearchers in our study. These latter

tools though not as useful to policy researchémsy tmay be useful to other kinds of users

such as developers and data journalists.

4.2.9.0pen Data Challenges

Previous research studies (Mutuku and Mahihu, 20Az&eed, 2012; Mutuku and Colaco,
2012) had cited low quality of open data availaddeone of the factors that led to low usage
of the Kenya open data platform. We investigatad tarther by trying to identify which

challenges policy researchers encountered whamgtigi access or use Kenya open data.
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Table 4.10: Kenya public sector open data challsnge

SD D N A SA Total
Challenge (%o) (%) (%) (%) (%) (%o)
[rregularly updated datasets 2.4 122 146 63 4 T3 100
Inadequate datasets 49 73 19.5 361 122 100
[rrelevant datasets 13 219 26.8 36.6 73 100
Difficult procedures of 2.4 146 T3 683 T3 100

accessing data

Kev: SA = Stronglv Agree; A = Agree; N = Neutral; D = Disagree; 5D = Stronglv Disagree.

Ys=Percentage frequency that gave the opinion

As the results indicate in Table 4.10,policy reskars found available datasets tobe
inadequate. Therefore both quality and quantitpén data were challenges. This may be
attributed to the current low digitization of gomerent records in Kenya, holding of data by
agencies due to the Secrecy Act and lack of ang laandating them to give the data in open
formats. Difficult procedures in accessing governtmdata was also a big challenge.

However, there were mixed views on irrelevancy atbdets.
4.3. Behavioral Intention

From 45 respondents of our study, 41 had used #mg/& open data platform before. From
these 41, we sought to know factors that influetiegr intention to use Kenya open data
technology. The results in the table below indic&spondents’ opinions on whether they

intended to continue using Kenya open data teclgydlothe future.

Table 4.11: Respondents’ Opinion on Behavioralrititan

SD D N A SA Total
Statements (%) (%) (%) (%) (%) (%)
I intend to use open data 73 268 293 24 4 12.2 100
technologies in the future
I plan to use open data 73 278 283 244 12.2 100

technologies in the future

Kev: 8A = Strongly Agree; A = Agree; N = Neutral; D = Disagree; 5D = Strongly Disagree.

%o=Percentage frequency that gave the opinion
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Most respondents 29.3% were neutral to the statentbat they intended to make use of
Kenya open data technology in future, while 6.8%adreed, 24.4% agreed, 12.2% strongly
agreed, and 7.3% strongly disagreed. This meamntntibat were not yet sure whether they
would use open data technology in the future. Fanmables to undergo further statistical
analysis such as regression analysis, some assumaptiust be met first. To conclude that a
significant relationship existed between the vdesband to test for multi-collinearity,

Pearson Product Moment Correlation was used.

The probability (p-value) should be less than thkie of the level of significance), which

is often set at 0.05 or 0.01 (Mugenda and MugerZf¥)3).The computation yields a
correlation coefficient (r) that ranges from -1#b. The score 1 indicates perfect correlation,
which is found only when a variable is correlatethvitself while O indicates no correlation
at all hence no need for further analysis on sutalsles with no relationship. The higher the
coefficient the greater the correlation between hgables that are being compared. The
direction of the relationship is also importantsieither positive or negative.

Table 4.12: Summary of Correlations

Performance Effort Social Facilitating Behavioral
Expectancy Expectancy Influence Conditions Intention
Performance Pearson’s 1

Expectancy Cormrelation
Sig. (2-tailed)
Effort Pearson’s
Expectancy Correlation — 609** 1

Sig. (2-tailed) .000

Social Pearson’s

Influence  Correlation H12** HO4*= 1
Sig. (2-tailed) .000 000

Facilitating Pearson’s

Conditions Correlation BrH** SETE* 501*=* 1
Sig. (2-tailed) .000 {000 {000

Behavioral Pearson’s

Intention Correlation B93==* B37E= 796%* H62* 1
Sig. (2-tailed) .000 000 {000 {000

**_ (Correlation is significant at the 0.01 level (2-tailed).
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The correlation coefficient results above show ¢hevas a highly significant linear
correlation between independent variables, andlépendent variable. For all the variables,
it was above the recommended .3 by Mugenda and iMizgé€003). The variables were also
not multi-collinear as shown by the correlation foents between each other, which
Tabachnick and Fidell (2001, p. 84) suggest thay thould be below .7.As the correlation
coefficients in Table 4.12 show, behavioral intenthad a positive correlation with all the
four independent variables. This meant that undrese or increase in any independent
variable would lead to unit increase or decreadeeimvioral intention. Effort expectancy in

the questionnaire was coded to mean the perceaszla@ use of open data technology.

Table 4.13: Regression analysis results

Model Summary ?
Model E R Square Adjusted F. Square  Std. Error of the Estimate
1 9382 879 866 84188

a. Predictors (Constants), Performance Expectation, Effort Expectancy, Social Influence,
Facilitating Conditions

b. Dependent Variable: Behavioral Intention

ANOVA
Sum of Mean
Model Squares Df Square F Sig.
Regression 185.607 4 46402 65469  .000b
Residual 25515 36 709

Total 211.122 40

a. Predictors (Constants), Performance Expectancy, Effort Expectancy, Social
Influence, Facilitating Conditions

b. Dependent Variable: Behavioral Intention
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Results in table 4.13 indicated that our model @&xgld 86.6% of the variation
behavioral intention by policy researchers to upenodata technology in Nairo
Kenya, as shown by the adjustefi\Rlue. Therefore, other factors not covered is
study contributed to the other 13.4%. We considénedadjusted Rvalue instead of

Square because our sample was small; n=41.

The independent variables statistically signifitardredicted the dependent varie
(p<.005). The unstandardized coeffideas shown in Table 4.14 indicated how n
the dependent variable varied with an independanable, when all other independ
variables were held constant. As seen in the “Soglumn, the coefficients of
independent variables except facilitgtinconditions were statistically signific:
(p<0.05).

Table 4.14: Regression Coefficients of all variable

Unstandardized Standardized
Coefficients Coefficients T Sig.
B 5td. Error Beta

Performance 0.172 0.712 0321 4702 0.000
Expectancy
Effort 0227 0.108 0216 2.097 0.043
Expectancy
Social 0257 0.092 0.247 2 803 0.000
Influence
Facilitating  0.052 0.087 0.048 0.602 0351

Conditions
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4.4. Performance Expectancy

The study sought to find out the influence of perfance expectancy on policy researchers’
intention to make use of Kenya open data technology

Table 4.15: Respondents’ opinion on PerformancesEtgmcy

sD D N A SA Total
Statements (%) (%) (%) (%) (%) (%)
Using open data technology 9.8 317 14.6 293 14.6 100

will help me to accomplish

research more quickly

o
|
o
A=)
[
—
=]
e

Using open data technology  12. 317 08 100
will lead to better quality of

my research output

Eev: 5A = Stronglv Agree; A = Agree; N = Neutral; D = Disagree; 5D = Strongly Disagree.

Yo=Percentage frequency that gave the opinion

As shown in table 4.15, 43.9% of respondents agoeationgly agreed that using open data
technology would help them accomplish research marekly, 14.5% disagreed or strongly
disagreed, while 14.6% were neutral. Generally,tratsengly disagreed that it would lead to
quicker research; 31.7%. 31.7% of respondents ddhee using open data technology would
lead to better quality of research output. Gengralll.5% agreed, 41.5% disagreed and
17.1% were neutral. Therefore, emphasizing howguepen data technology would lead to
better quality of research may be more effectivantbmphasizing on speed of carrying out
research. However, previous research noted poolitygud open data technology as a
problem (Martijn et al., 2015). There is need ttmgnprove quality so as to increase policy

researchers’ intention to use Kenya open data téogn.

From regression analysis results, performance ¢apeg was highly significant in predicting
behavioral intention of policy researchers to make of open data technology (p< .005). It
was also the highest contributor (52.1%) of thearare of behavioral intention. Hypothesis 1
was thus accepted. This corroborated prior resdardimgs (Duyck et al., 2008; Zuiderwijk
et al., 2015,VanDijk et al., 2008). Therefore ipalicy researcher perceived that using open
data technology would lead to better performancéher work, then they would be more

willing to use that technology.

36



4.5. Effort Expectancy

Table 4.16: Respondents opinion on Effort Expegtanc

SD D N A SA Total
Statements (%) (%) (%) (%) (%) (%)
Leaming to use open data 49 337 13 268 73 100

technologies will be easv for me

LA
—
[

It will be easv for me to become 4.9 98 268 13 100

skillful at using open data technology

Kev: SA = Stronglv Agree; A = Agree; N = Neutral; D = Disagree; SD = Strongly Disagree.

%o=Percentage frequency that gave the opinion

As shown in the results table above, if users dagathnology difficult to learn to use, their
intention to use it then would be low. This maydaeised by factors such as interfaces that
are not user-friendly. Our findings were differdrdam those of Zuiderwijk et al., (2015),
whereby in their study most respondents perceieathing to use open data technology as
easy. However, our findings were similar to thos€olesca and Dobrica (2008) who found
out that the higher a citizen perceived an onlgwise to be easy to use, the higher was their
willingness to adopt it.

Effort expectancy was highly significant in predict policy researchers’ intention to use
Kenya open data technology (p< .005) as shown éydfgression analysis results. It was the
third largest contributor at 21.6%., and hypoth@swgas accepted. This meant that the easier
it is to use open data technology, the highernkention to use it. This finding was similar to
that of research by Zuiderwijk et al., (2015).
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4.6. Social Influence

Table 4.17: Respondents opinion on Social Influence

SD D N A SA Total
Statements (%) (%) (%) (%) (%) (%)
People who influence my 13 203 19.5 36.6 13 100

behavior think [ should

use open data technology

People who are important to 08 244 244 341 13 100
Me (e.g. friends. colleagues) think

that I should use open data technology

Kev: SA = Strongly Agree; A = Agree; N = Neutral; D = Disagree; SD = Strongly Disagree.

%o=Percentage frequency that gave the opinion

Most respondents at 36.6% consented that peopleimfhunced their behavior expected
that they should use open data technology, 7.38hgly agreed and 29.3% disagreed. Most
also agreed that colleagues and friends expectsd th use open data technology; 34.1%.
Therefore generally, social influence was high aghaolicy researchers. Our findings
corroborate those of Talukder and Quazi (2010), Wighlighted that in organizations, peer
influence is very high. Also, the opinions of uehtial people in organizations about a
certain technology strongly influenced the opinioos other members in the same

organization (Sarker et al., 2011).

Social influence was statistically significant(p8s), as shown by the regression analysis
results, and thus hypothesis 3 was accepted. ltlheasecond largest contributor at 24.7 %.
This meant that the higher the social influencmisse open data technology, the higher the
behavioral intention to use them. This finding wiasline with previous research by
Zuiderwijk et al., (2015) which had shown sociafluence as an important factor in
determining the behavioral intention to use opda.da
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4.7. Facilitating Conditions

Table 4.18: Respondents Opinion on Facilitating @itans

SD D N A SA Total
Statements (%o) (%) (%) (%) (%) (%o)
My organization supports the 0 73 98 639 17.1 100
use of open data technology
I have technical resources to 0 49 49 65.9 244 100

enable me use open data

technologies

b
b

A specific person or group is 1 390 171 317 0 100
available for assistance with
difficulties conceming the use

of open data technology
Key: SA = Stronglv Agree; A = Agree; N = Neutral; D = Disagree; SD = Strongly Disagree.

Yo=Percentage frequency that gave the opinion

According to the results above, facilitating coradis in terms of organisational support and
availability of technical resources was very hig§B% of the respondents agreed that they
have organisational support. Only 7.3% disagreed, raone strongly disagreed. 90.3% of
respondents agreed that they have technical resotocuse open data. This may be due to

high levels of computer use and internet acce®nya.

However, only 31.7% of the respondents agreed adaaitability of support and assistance
in case of difficulties when using open data tedébgyp We also noted that the Kenya open
data platform had no information under the usedegiitab. There is need to provide support
in order to encourage use of open data technol@gy. results were similar to those of
Ahmad et al. (2012) who found out that lack of appiate help and adequate guidelines
influenced adoption of online government servicePekistan, which is also a developing
country. Similar findings were conveyed by otherdsts carried out in developing countries
such as AlAwadhi, (2008) in Kuwait and Colesca abdbrica (2008) in Romania.
Facilitating conditions was found to be insignifitand thus hypothesis 4, was not accepted.

Our finding was similar to that of Rana et al.,12]
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4.8. Moderating Effects of Gender Age and Experierec

Moderated multiple regression (MMR) was used td@epwhether there existed moderating
effects. Because hypothesis 4 was not acceptedjdvaot explore the effects of moderating
variables on facilitating conditions. All our modéng variables were categorical. Hence, in
order to use them in the moderated regression sisalythey were first dummy
coded. Dummy coding refers to the constructioniofi@domous dummy variables to make a
categorical variable numerical. The number of dumwayiables required for a given
categorical variable is equal to the number ofgaties minus one (Penn State, n.d.).

Table 4.19: Moderating Effects of Gender

Model Summary ©

Change Statistics

Model | R R Adjusted | Std. 14 F dfl df2 Sig F

Square | R Emor of | Square | Change Change
Square | Estimate | Change
1 909= | 827 818 98129 | .827 90.624 38 000
2 910° | 828 814 99151 | .001 221 1 37 641

[

a. Predictors (Constants), Gender, Performance Expectancy
b. Predictors (Constants), Gender, Performance Expectancy, Gender X Performance
Expectancy

c. Dependent Variable: Behavioral Intention

Model Summary *

Change Statistics
Model | R R Adjusted | Std. R F dfl df2 Sig F

Square | R Emror of | Square | Change Change
Square | Estimate | Change
1 8382 | 701 686 1.28795 | .701 44 636 38 000
2 8410 | 707 684 1.29193 | .006 176 1 37 387

]

a. Predictors (Constants), Gender, Effort Expectancy
b. Predictors (Constants), Gender, Effort Expectancy, Gender X Effort Expectancy

c. Dependent Variable: Behavioral Intention
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Model Summary ©

Change Statistics

Model | R R Adjusted | Std. R F dfl df2 Sig B

Square | R Ermror of | Square | Change Change
Square | Estimate | Change
1 801= | 642 623 1.41040 | 642 34.066 38 000
2 802° | 643 614 1.42803 | .001 067 1 37 797

]

a. Predictors (Constants), Gender, Social Influence
b. Predictors (Constants), Gender, Social Influence, Gender X Social Influence

c. Dependent Variable: Behavioral Intention

As shown in Table 4.19, for performance expectaticy, change iR due to gender was
.001. Thus the percentage increase in variationaaggud by the addition of gender as a
moderator was less that 1% (i.e. 0.001*100=0.1%)s Thange was highly insignificant as
shown in the Sig. F Change column (p>.0005). TleesfHypothesis Hlawas not accepted.
For effort expectancy, the change Rhdue to gender was 0.6% and it was highly
insignificant (p>.0005). Therefore, Hypothesis H2aawnot accepted. The changeRfrfor
social influence due to gender was 0.1% and it alss insignificant. Therefore, Hypothesis
H3a was also not accepted. Overall, gender wasdftmmot have any moderating effect. As
shown in Table 4.20, for all the independent vaeisbchange i was insignificant and
therefore, Hypotheses H1b, H2b, and H3b were nsed.

Table 4.20: Moderating Effects of Age

Model Summary ©

Change Statistics

Model | R R Adjusted | Std. R F dfl df? Sig.F
Square | R Emror of | Square | Change Change
Square | Estimate | Change
1 909+ | .826 .801 1.02510 | .826 33.182 |5 35 .000
2 926" | 837 821 97197 | .051 2310 |3 32 .095

a. Predictors {Constants). Age, Performance Expectancy
b. Predictors (Constants), Age, Performance Expectancy, Age X Performance Expectancy

c. Dependent Variable: Behavioral Intention
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Model Summary ©

Change Statistics
Model | R R Adjusted | Std. R F dfl df2 Sig F
Square | R Emor of | Square | Change Change
Square | Estimate | Change
1 8492 | 720 680 1.29883 | .720 18.030 | 5 33 000
2 874b | 765 706 1.24638 | .044 2003 |3 32 33
a. Predictors (Constants), Age, Effort Expectancy
b. Predictors (Constants), Age, Effort Expectancy, Age X Effort Expectancy
c. Dependent Variable: Behavioral Intention
Model Summary *
Change Statistics
Model | R R Adjusted | Std. R F dfl df2 Sig F
Square | R Error of | Square | Change Change
Square Estimate | Change
1 885 | 784 153 1.14223 | 784 25364 |5 35 .000
2 9000 | 809 754 1.13968 | 026 1039 |4 31 403
a. Predictors (Constants), Age, Social Influence
b. Predictors (Constants), Age, Social Influence, Age X Social Influence
c. Dependent Variable: Behavioral Intention
Table 4.21: Moderating Effects of Experience
Model Summary ©
Change Statistics
Model | R R Adjusted | Std. R F dfl df? Sig F
Square | R Ermor of | Square | Change Change
Square | Estimate | Change
1 8032 | 819 809 1.00332 | 819 85863 |2 38 000
2 906t | 821 .804 1.01676 | .001 .002 1 37 963

a. Predictors (Constants), Experience, Performance Expectancy

b. Predictors (Constants), Experience, PE, Experience X Performance Expectancy

c. Dependent Variable: Behavioral Intention
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Model Summary ©

Change Statistics

Model | R R Adjusted | Std. R F dfl df2 Sig.F
Square | R Ermror of | Square | Change Change
Square Estimate | Change
1 8460 | 717 702 1.25500 | .717 43.022 |2 38 .000
2 8470 | 718 695 1.26941 | .001 142 1 37 708

a. Predictors (Constants), Experience, Effort Expectancy

b. Predictors {Constants), Experience, Effort Expectancy, Experience X Effort Expectancy

c. Dependent Variable: Behavioral Intention

Model Summary ©

Change Statistics
Model | R R Adjusted | Std. R F dfl df2? Sig F
Square | R Eror of | Square | Change Change
Square Estimate | Change
1 7962 | 634 614 142652 | 634 32873 | 2 38 000
2 797 | 635 606 1.44243 | .002 167 1 37 685

a. Predictors {Constants), Experience, Social Influence

b. Predictors (Constants), Experience, Social Influence, Experience X Social Influence

c. Dependent Variable: Behavioral Intention

Overall, experience in using technical tools wasfibto not have any moderating effect on
relationship between independent and dependerahtasi, for all the variables. This was in
line with our previous finding that facilitating editions in terms of availability of technical

resources did not influence intention to make dd€emya open data technology. Our

findings corroborate those of Alshehri, Drew anéAamdi (2012) who had also applied

UTAUT model. They found out that age and gendereweasignificant moderators.
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4.9. UTAUT model applicability in open data technabgy context
To explore how much variance in intention the medif UTAUT model could explain,
multiple regression analysis was applied, aftepgnog facilitating conditions, which was

found to be insignificant. The results were as sthawbelow.

Table 4.22: Regression analysis for the modifiedAUT model

Model Summary ®

Model E R Square Adjusted F. Square  Std. Emor of the Estimate
1 9372 878 868 83460

a. Predictors (Constants), Performance Expectancy, Effort Expectancy, Social Influence

b. Dependent Variable: Behavioral Intention

ANOVA-~®
Sum of Mean
Model Squares Df Square F Sig.
Regression 185349 3 61.783 88.698  000P
Residual 25773 37 697
Total 211.122 40

a. Predictors (Constants), Performance Expectancy, Effort Expectancy, Social Influence

b. Dependent Variable: Behavioral Intention

The results in table 4.22 indicated that the medilUTAUT model explained 86.8 % of the
variation on behavioral intention by policy resédems to use open data technology in
Nairobi, Kenya, as shown by the adjusted Wlue. This was statistically significant
(Sig=.000, i.e. p<.0005). Hypothesis 5: Modified AOT model accounts for significant

percentage variance {fof intention to make use of open data technolegs accepted.
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4.10. Hypothesis Testing Summary

Table 4.23: Hypothesis Testing Results

No. | Hypothesis Accepted/
Not
Accepted
H1 | Performance expectancy positively influencesdeavioral intention to useAccepted
open data technologies
Hla | Gender moderates the influence of performaxpeatancy on behavioral | Not
intention to use open data technologies. accepted
H1b | Age moderates the influence of performance e®apey on behavioral Not
intention to use open data technologies. accepted
Hlc | Experience moderates the influence of perfoomarexpectancy onNot
behavioral intention to use open data technologies. accepted
H2 | Effort expectancy negatively influences the vétral intention to use open Accepted
data technologies
H2a | Gender moderates the influence of effort exgrexst on behavioral intentionNot
to use open data technologies. accepted
H2b | Age moderates the influence of effort expectamt behavioral intention toNot
use open data technologies. accepted
H2c | Experience moderates the influence of efforpeexancy on behavioralNot
intention to use open data technologies. accepted
H3 | Social influence positively influences the bebeal intention to use openAccepted
data technologies.
H3a | Gender moderates the influence of social inftecon behavioral intentignNot
to use open data technologies. accepted
H3b | Age moderates the influence of social influenoebehavioral intention toNot
use open data technologies. accepted
H3c | Experience moderates the influence of socifluence on behavioralNot
intention to use open data technologies. accepted
H4 Facilitating conditions positively influence thehavioral intention to useNot
open data technologies. accepted
H4a | Gender positively moderates the influence dilifating conditions on Not
behavioral intention to use open data technologies. accepted
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H4b | Age moderates the influence of facilitating diions on behavioral Not

intention to use open data technologies. accepted

H4c | Experience moderates the influence of fadititatonditions on behavioralNot

intention to use open data technologies. accepted

H5 | Modified UTAUT model accounts for a significamércent of the varianceAccepted
(R in behavioral intention to use open data techgie®

4.11. Optimal Model

Facilitating conditions was established to be angmficant determinant. All the moderating
variables also did not have any effect on the imahip between the independent and
dependent variables. Therefore, facilitating caod#&, gender, age, and experience were

dropped from the final modified UTAUT model. Figl4dshows the final model.

Independent Variables Dependent Variable

\ Intention to Use Open Data

Performance Expectancy

Effort Expectancy

7| Techn ologies

Social Influence

Fig.4.1. Optimal model
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CHAPTER FIVE
CONCLUSIONS AND RECOMMENDATIONS

5.1. Summary Findings

The main objective was to determine factors théiémce intention of policy researchers in
Nairobi, Kenya, to use the Kenya government opda ghatform. The study used variables
from the UTAUT model. The findings indicated thai to 86.6% variance of intention to

make use of open data technology by policy reseascin Nairobi, Kenya, could be

attributed to the combined effects of all the Valea in the modified UTAUT. Performance

expectancy was the highest predictor. The secagtiehkt predictor was social influence, and

then effort expectancy, while facilitating conditgwas found to be insignificant.

5.2. Recommendations for practice

5.2.1. Performance expectancy strategies

Performance expectancy was found to be the besvatat for use. Efforts to encourage use
of open data technology should therefore focus modgteir usefulness and the value they
would bring. Governments can increase performarycedying initiatives such as training

and awareness programs that can illustrate casestand success stories of how use of

open data platforms have been used, and othert@dtenays of using these technologies.

In our research, policy researchers consentedntiaiing use of open data technology may
lead to quicker achievement of their research gdal$ not necessarily better quality of
research. There were concerns that most data duailgovernment was just basic statistical
data. As much as this data was useful as demograpla for their studies, they were more
interested in detailed data that could help theswen their research questions, and they
obtained this data by carrying out field reseatwniselves. There is thus need to consider
use scenarios of different kinds of users duringetigment of open data initiatives.

Different users may require different kinds of datadifferent formats, and presented in
different ways through open data platforms. Fortanse, policy researchers may be
interested in detailed data while software developeay be interested in machine-readable
data. Considering then that different users hafferdnt needs, there is need to explore ways
in which all these requirements can be integratead single technical platform. This may be
achieved by incorporating these requirements imodiesign stage of these technologies, and

also during their use when the data is being ploéts
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5.2.2. Effort expectancy strategies

Open data platforms need to be user-friendly fetance, by having robust search capability
and easy navigation. Other strategies may includeiging online guides and helpdesk.
Effort expectancy of open data users might alsontdeenced by availability or lack thereof
of facilitating conditions. This includes techni@#vices, internet speeds, and availability of

organizational technical support.

Another way of increasing ease of use is througlabéishment of effective open data
ecosystems and governance. From the results adtody, most policy researchers indicated
that they accessed this basic statistical datalynfvetn government agencies’ websites and
specific government departments, followed by olgnt from government offices in hard
copy. There is need therefore to encourage digivzaof government records to ease their
access, and to make them available through opearntelctinology.

Government agencies can collaborate in their opea dfforts to create an effective and

efficient eco-system. There is need to build capéaoci enable each government agency have
its own open data initiative and platform, and thika national government can have an
overall platform where data from the agencies’ fptats is aggregated to provide overall

insights. This may achieved by having open daté&ies! and standards, and an open data
governance structure that is effective even ingtiassroots.

5.2.3. Social strategies

Social influence was the second strongest prediaftar performance expectancy. This

finding shows that there is need to focus not amythe technology aspect, but also on social
factors. This can be achieved by building open dat& communities. Other social strategies
may include use of success stories and case stukhese may then be shared via social
media such as Twitter, Facebook, and on blogsaiteategularly accessed by a certain group
of potential open data users.

5.2.4. Support as a facilitating condition

Facilitating conditions in terms of availability adrganisational support and technical
resources was found to be very high. This may leetdunigh levels of digital literacy among
policy researchers, availability of computing dedcand adequate internet access. However,

respondents cited low availability of support asdistance in case of difficulties when using
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open data technology. We also noted that the Keipga data platform had no information
under the user guides tab. Therefore, there is teéain technical staff who can provide
support to open data users. Other strategies magvaiability of open data e-learning
platforms, online guides and helpdesk.

5.2.5. Considering developing country context

For our study, the research organizations weretddca urban settings. However, there is a
lot of work done in the field, where there is liedtinternet access. Open data technology that
requires internet access may be not effective ey thay be too expensive to use in such
contexts. There is need then to consider developpen-source open data technology that
can be accessed offline. In a context like Kenyafere most people access internet via
mobile phones, design of open data portals shoaydeimphasis on mobility. There is
generally need to develop open data platformsdhatcustomized to a developing country
context, taking into consideration issues such aslanof access, capacity of users and

affordability.
5.3. Recommendations for research
5.3.1. Actual use and voluntariness of use

In this study, we did explore how intention to wgen data technology influences actual use.
We also did not explore the influence of voluntags of use as a moderator as there was no
yet any open data law or policies in Kenya. If matndy use of open data technology in
Kenya emerges, voluntariness of use can be explordure open data research in Kenya.

Future research can also explore applicability ®AUT model in the context of actual use.

5.3.2. Facilitating conditions in developing counies

Our study was carried out in Kenya, which is a tgveg country. Contrary to our
hypothesis, facilitating conditions was establisthedoe highly insignificant. This may be
attributed to the fact that most policy researche@y be tech-savvyMajority of the
respondents were able to access and use computarde phones and tablets. This may be
attributed to increasing availability of affordabimdgets and cheaper internet access in
Kenya, plus that their organisations freely avatleese resources. However, this may not be

the case for all citizens or potential users ofrogata platforms especially those in rural
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areas and low-income earners. There is thus neeskptore further whether facilitating

conditions may be a significant factor when othiedk of users are considered.

5.3.3. Theories specific to the open data context

It is important to consider the context of a systmd conditions specific to it (Orlikowski,
2000). Therefore, here is need of research that addresses the titinand diverse
characteristics of open data such as legal andoeaicraspects, institutional complexity and
heterogeneity of user3hus, there is need to develagoption theories specific to the open
data context.Open data is an ecosystem incorporating diversielsfiand thus multi-

disciplinary research would be very useful.

5.4. Conclusion

Many governments around the world have made saamfi progress in ensuring that

government datasets are availed through technal@gieh as open data platforms. However,
these platforms and the open data in it have litlensic value if they are not used. There
needs to be more focus not only on provision, &t an usage of these technologies. By
using the UTAUT model this study assessed factbed tnfluence policy researchers’

intention to use open data technology in Nairolenya. Benefits gained from using open
data platforms, such as improved performance akwegre found to be the best motivator to
use these technologies. Other highly significantdiss were social and peer influence, and
ease of use. Overall, it was established that oa¢gn technology are useful, but more effort

is needed to encourage their use.
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el P. ©. Box 30187

CHRIéTOPHER A MORUTI NAIROBI
DEPUTY DIRECTOR
SCHOOL OF COMPUTING & INFORMATICS
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APPENDIX II: Questionnaire

QUESTIONNAIRE

The aim of this questionnaire is to collect infotioa on the use of open data tools for policy

research in Kenya. Data is open if anyone is foagse, re-use or redistribute it.

Section A: Background Information

1. Gender: (Tick where applicable)
Male[ ] Female| ]
2. Age in years: (Tick where applicable)
20-25[ ] 26-35[ ] 36-45[ ] 46-59] 56 and above [ ]
3. Highest level of education: (Tick where applicable)
PhD[ ] Masters[ ] Degree|[ ] Diplomd[ other (specify)...........ccccevennns
4. Nature of organization: (Tick where applicable)
Public Sector [ ] Private Sector [ ] Civib&ety Organization or NGO [ ]

5. Experience in using open data tools (e.g. visutdimasoftware, online data catalogues )
(Tick where applicable)

Experienced (I am conversant with open data tdol$)
Beginner (I recently started using open tiatéds) [ ]
No experience (I have never used open data)to[ |
6. Which of the following sources of Kenya public seabpen data have you
obtained data from before? (Tick where applicable)
I.  Websites of individual government agencies [ ]
ii.  Government agencies’ offices in soft copy [ ]
iii.  Kenya open data website/platform (opendata.go.k¢) [
iv.  Government agencies’ offices in hard copy [ ]
L 2 © 1 [T g (S 01T ox 1 ) TP
If you selected (iii) in Question 6 above, kindiy $ection B and Section C, else fill

Section C only.
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SECTION B: Use of Kenya Open Data Platform

7. How often do you use the following sources to abt&enya public sector open data?

(Tick where applicable)

Frequency

Source Monthly or | Yearlyora | Weekly or a
a few times | few times per| few times

per month | year per week

Only used

once

Less than once

per year

Websites of
individual
government

agencies

Government
agencies’ offices in
soft copy

Kenya open data
website/platform
(opendata.go.ke)

Government
agencies’ offices in

hard copy

8. The following open data tools found on the Kenparodata platform

(opendata.go.ke), are useful in policy researcbk(Where applicable)

> o @ >

2 5 o0 |8|le |2 o

o & ® |5 |2 | o 0

s vl 2 o o | 5 O

" ©T| 0O Z < N ©
Tool Definition 1 2 3 4 5

Open data | Alist of datasets. Open data catalogue has
catalogue built-in support for various data formats
(e.g., CSV, XML, JSON, etc.) Typically,

each dataset is available as a unique and

permanent URL, which makes it possible
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to cite and link to the data directly.

Metadata

This is “data about data.” Metadata
provides information about a dataset e.g.
source of data, its structure, underlying
methodology, topic, geographic and/or
chronological coverage, license, when it
was last updated, publication date,

attribution etc.

Visualization

tools

Enable one to preview data prior to
download e.g. in form of pie chart, line

graph, bars, etc.

Search and
filter tools

Enable one to search for a certain datas
and/or filter a dataset based on contents

setting certain conditions.

Application
Programming

Interface

APIs allow access to the open data
catalogue through software. They facilitg
data discovery, analysis, catalogue

integration, harvesting of metadata from

external sites and a host of applications.

Filtered user

Data views and visualizations that have

views been created by fellow users of an open
data platform

Discussion | Shows the conversation and activity

feed around a dataset.

Embed code | Enables one to publish a dataset on the
Internet at large.

Export Enables one to download a dataset in a

function static format e.g. txt

62




Blog Gives stories from data that might not be
immediately obvious.

Data Enables one to request for certain data or

suggestion | certain filtered views.

Support/feed | Enables one to request for technical

back assistance and to give feedback.

9. Performance Expectancy-Usefulness of open data {datk where applicable)

> O L )
glis |z |y |B
S & | ® 5 o c O
5 0 0 (] (=) = O
n © @] p < 0N ©
1 2 3 4 5
Using open data tools helps one [to
accomplish research more quickly
Using open data tools leads to better
guality of research output
10. Effort Expectancy — Ease of use of open data t¢dlsk where applicable)
> O L )
5812 |z |y |B
S & | ® 5 o c O
5 0 24 () o = O
n © @] pd < 0N ©
Learning to use open data tools is easy 1 2 5

Open data tools are easy to use
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11.Social influence- Others (friends, colleagues,)etise open data tools (Tick where

applicable)

disagree
agret

=1 Strongly
N | Disagree
o1 Strongly

w| Neutral
&1 Agree

People who influence my behaviour use

open data tools

People who are important to me (e.g.
family, friends, colleagues) encourage me

to use open data tools

12. Facilitating conditions- Availability of technicalesources and organisational support

(Tick where applicable)

a.>
> 3 o - >
255 (£ |g |2
S «© 8 5 o o o
= 0 .= Q =] = O
0w Tl O Pz < NN ©
1 2 3 4 5

My organisation supports the use of open

data tools (e.g. through provision of internet

access)

| have technical resources for using open data

tools (e.g. computer)

| can easily get assistance in case of

difficulties in using open data tools
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13.Behavioral Intention (Tick where applicable)

)
> 3| o — >
o) = | = © ) (@)
c o | @ s c -
oS ® | ® 5 o o o
s 0 | 2 O o s 5
nw ©T | O pd < 0w ©
1 2 3 4 5

| intend to use open data tools in the future

D

| plan to use open data tools in the futur

SECTION C

14.Please select the challenges experienced whensatgesd using Kenya public sector

open data: (Tick where applicable)

> o| @ e
5Ec gy B
S & ®© 5 o c O
5 n|l .2 (@) (=) = O
n Tl O zZ < n
1 2 3 4 5
Irregularly updated datasets
Inadequate datasets
Irrelevant datasets
Difficult procedures of accessing data
Thank you!
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